ANL-Gen-IV-078
Argonne@

NATIONAL LABORATORY

OSMOSE Program: Statistical Review of

Oscillation Measurements in the MINERVE
Reactor R1-UO2 Configuration

Topical Report

Nuclear Engineering Division



About Argonne National Laboratory

Argonne is a U.S. Department of Energy laboratory managed by UChicago Argonne, LLC
under contract DE-AC02-06CH11357. The Laboratory’s main facility is outside Chicago,
at 9700 South Cass Avenue, Argonne, lllinois 60439. For information about Argonne,

see www.anl.gov.

Availability of This Report
This report is available, at no cost, at http://www.osti.gov/bridge. It is also available
on paper to the U.S. Department of Energy and its contractors, for a processing fee, from:
U.S. Department of Energy
Office of Scientific and Technical Information
P.O. Box 62
Oak Ridge, TN 37831-0062
phone (865) 576-8401
fax (865) 576-5728
reports@adonis.osti.gov

Disclaimer

This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States
Government nor any agency thereof, nor UChicago Argonne, LLC, nor any of their employees or officers, makes any warranty, express
or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply
its endorsement, recommendation, or favoring by the United States Government or any agency thereof. The views and opinions of
document authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof,
Argonne National Laboratory, or UChicago Argonne, LLC.



ANL-Gen-IV-078

OSMOSE Program: Statistical Review of

Oscillation Measurements in the MINERVE
Reactor R1-UO2 Configuration

Topical Report

by
G. Stoven, R. Klann and Z. Zhong
Nuclear Engineering Division, Argonne National Laboratory

September 2006



ANL —Gen IV - 078

TABLE OF CONTENTS

L INEEOAUCTION ...ttt ettt e sb e et e bt e et eesateenbeesaees 1
2. Experimental protocol and statiStical TEVIEW ..........cccueiriiiiiiiiiieiieeie e 1
2.1. The oscillation tECANIQUE .........ceviieiiiieiieieeie ettt et e e eeaeeeseenns 1
0 B B s 4 1031 ) (<O PSPPSR 1
2.1.2. The oscillation Channel .............cooiiiiiiiiiiiieieeee e 2
2.1.3. The automatic Pilot TOA.........ooriiiiiiiiii e 3
2.1.4. Calibration of the automatic pilot r0d...........ccceevviiiiiieiiiiriieeeee e 4
2.1.4.1. Reactivity curve of the pilot 10d ..........cooouieiiiiiiiiiiiie e 4
2.1.4.2. Differential efficiency curve of the pilot 10d ........c.ccoveeviieriieiiiie e, 5
2.1.4.3. Theoretical approach of the correlation for the differential efficiency curve......... 5
2.1.4.4. Conclusions about the correlation for the differential efficiency curve ................. 7
2.1.5. Collecting data from the eXperiments ..........cccueveeveriereenieriienieeeeeeeeee e 8
2.2. Statistical review of the experimental data.............coeovieriiiiiiiniiieiieceeeeee e 9
2.2.1. Structure of the MeaSUIEMENTS........cccueiiiiiiieieiie e 9
2.2.2. Study of the stability in positioning of the oscillator on a given cycle....................... 10
2.2.2.1. MethOdOLOZY .....couiiiiieiie ettt ettt ettt et 10
2.2.2.2  RESUIES .ttt st 10
2.2.3. Study of the repeatability in positioning of the oscillator on 20 cycles...................... 10
2.2.3.1. MethOOIOZY .....ooviieiiieiiieiieite ettt ettt et staeesbeessaeensaesnae e 11
2.2.3.2. RESUIES ...ttt et sttt ettt ettt eee e 12
2.2.4. Study of the reproducibility in positioning of the oscillator on all measurements.....13
2.2.4.1. MethOdOLOZY .....ooiiiiiieiie ettt ettt ettt et 13
22,42  RESUIES ...ttt ettt et 14
2.2.5. Analysis of the 0scillation TeSUILS ........cceeeviiiieiiiiieccee e 14

2.2.5.1. Statistical processing of the signal — Formalizing the standard deviation
0F @ MEASUTEIMENT ...ttt st et 14
2.2.5.2. Methodology for processing a 10 cycle measurement.............cccceevverveenueennnenne. 16
3. Processing the data from OSMOSE mMeasurements..........cccueerveeerveeenieeenieeenieeesveeesereesseneesnns 17
3.1. Implementing the current method............coooviiiiiiiiiiiie e 17
3.1.1. Structure of the raw data...........ooiiiiiiiiii e 17
3.1.2. Importing, sorting and scrutinizing the data .............cccoeeiiiiiiiiiniieiieeeeeee 18
3.1.3. Calculating the output values and the statistical estimators of a measurement.......... 18
3.1.4. Statistical review of all measurements of each sample............cceeceveviieniiiiiiiniienenne. 18
3.1.5. Results and COMMENLS. .......c.eeiuiiiiiiiieiie ettt et 19
3151, OULPUL FILES..cneiieiieeiie ettt ettt et ebee e 19
3.1.5.2. Cross-comparison with CEA 1eSultS..........ccccuvieiiiiiiiieeiieeie e 20
3.1.5.3. CONCIUSIONS .....eeviiiiiiiiitieieee ettt ettt sttt 21
3.2. Dealing with inconsistent data POINES .........cccuveeriieeriieeiiie et 21
3.2.1. Common tests and main Problems............cceevieeiiieriiiiiiiiiieiieee e 21
3.2.2. T-TESt 1N TNEANS. .....eeeutieiieeiieeiteette ettt et e bt e et esbee et esbteeabeesaeeeabeesabeebeessseabeesneeenne 22
3.2 2.1 PLINCIPLE .ottt ettt ettt et et e et e et e e eabeenbeenneas 22
3.2.2.2. Theoretical approaCh..........cocuiieiiiieiiieeciee et e 22
3.2.2.3. RESUILS ..ttt ettt 22



ANL —Gen IV - 078

3.2.3. Dixon’s Q-Test fOr diSCTEPANCIES ......cccvieruiieiieriiieiieeie ettt et eeae e e 23
TR0 T B s 13163 | o (< SRR 23
3.2.3.2. RESUILS ...ttt ettt ettt ettt e bt e e nbeebeeeaaeeneas 24

32,4, RESUILS ...oiiiiieeciieecee ettt e et s e e st e e et e e e b e e etbeeebaeeenbaeeenbeeennreeeansaeans 24

4. CONCIUSIONS .....uvieniieeiiieiie et eite et et e e bt estteeteesateesbeasseeenseessbeenseessseenseeesseanseassseensaesnseenseesssesnseens 25
LS 5] (=) 1 (o1 U PPUUSRRR 26
A PPEIUAIX ..ttt ettt ettt ettt e et e et e et e e bt e bt e teeeabe e bt e eabeeseeenbe e st e enbeensteenseenbeeenbeenseenn 28

i



Figure 1:
Figure 2:
Figure 3:
Figure 4:
Figure 5:
Figure 6:

Figure 7:

Figure 8:
Figure 9:

ANL —Gen IV - 078

LIST OF FIGURES

Movement of the oscillation sample inside MINERVE.................ccccoce..
Oscillation channel of MINERVE ...,
Rotor and stator of the automatic pilot rod ..........ccceceeeeiieiiiniiieniieieeeee.
Superposition of Cadmium sheets of the automatic pilot ............ccccvveennennne
Reactivity curve of the pilot rod in the RIUO2 configuration......................

Differential efficiency curve of the pilot rod in the R1UO2 configuration

using an inverse linear fitting function ............ceceveeviiiiniinenienceen

Differential efficiency curve of the pilot rod in the R1UO2 configuration

using an exponential fitting function ...........ccccoeceeveniniiiiniinincee,
Example of an acquisition signal during an oscillation measurement..........
Example of a signal from the pilot rod for pseudo-square oscillations.........
Figure 10: The structure of output files from MINERVE and the interesting files

Figure 11: Partial view of the output file after importing the raw data for a single

INEASUTCINENIE ...ttt sttt ettt et et ettt ebe bt ettt e saesaesbeseeeae e
Figure 12: Mean cycle for Pu239 sample — data points before and after scrutinization

il



ANL —Gen IV - 078

LIST OF TABLES

Table 1: Results concerning the repeatability in positioning of the oscillator on

measurements of the VALMONT program after refurbishment.............c.....coc.... 12
Table 2: Results concerning the reproducibility in positioning of the oscillator on

measurements of the VALMONT program after refurbishment.................c..c.ce... 14
Table 3: The list of 50 measurements — the first series of OSMOSE samples (FEX 47)............. 19
Table 4: Statistical review for the Unat sample: negative %7 -Test ..........coccovvrrvrvreererrerrrerrsnrennes 20

v



ANL —Gen IV - 078

1. Introduction

The OSMOSE program is a collaboration on reactor physics experiments between the United
States Department of Energy and the France Commissariat a 1’Energie Atomique. At the
working level, it is a collaborative effort between the Argonne National Laboratory and the CEA
Cadarache Research Center.

The objective of this program is to measure very accurate integral reaction rates in representative
spectra for the actinides important to future nuclear system designs, and to provide the
experimental data for improving the basic nuclear data files. The main outcome of the OSMOSE
measurement program will be an experimental database of reactivity-worth measurements in
different neutron spectra for the heavy nuclides. This database can then be used as a benchmark
to verify and validate reactor analysis codes. The OSMOSE program (Oscillation in Minerve of
isotopes in Eupraxic Spectra) aims at improving neutronic predictions of advanced nuclear fuels
through oscillation measurements in the MINERVE facility on samples containing the following
separated actinides : 22Th, 22U, 24U, 25U, 26U, 28U, 2"Np, 2Py, 2°Pu, 2Py, 2Py, 2Py,
241Am, 243Am, 244Cm, and **Cm 1].

The first part of this report provides an overview of the experimental protocol and the typical
processing of a series of experimental results which is currently performed at CEA-Cadarache.

In the second part of the report, improvements to this technique are presented, as well as the
program that was created to process oscillation measurement results from the MINERVE facility
in the future.

2. Experimental protocol and statistical review
2.1. The oscillation technique
2.1.1. Principle

This technique consists in oscillating samples that contain the studied actinide in the center of the
experimental lattice in order to measure the associated reactivity variation. The uncertainty of
this measurement, due to the reproducibility of the experiment, is proven to be lower than 1%
[3]. Each sample is placed in an oscillation rod and moved periodically and vertically between
two positions located in and out of the experimental zone as shown in Figure 1.

The studied sample is compared to a reference sample that differs only by the lack of actinide
and that is placed in the bottom of the oscillation rod. Each sample is measured at least 4 times in
order to significantly decrease systematic errors. A measurement corresponds to 10 oscillations
of 120 seconds each.

The variation in flux induced by the oscillation is detected by a fission chamber placed in the
driver zone, called the pilot chamber, which is servo-driven by a rotary automatic pilot rod. The
pilot rod uses cadmium sectors, as shown in Figure 2, to compensate for the reactivity variations.
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Figure 1: Movement of the oscillation sample in MINERVE

Figure 2: Rotor and stator of the automatic pilot rod

The pilot rod is calibrated using *°U and '°B samples, whose reactivity worth is known with
uncertainties better than 1% through deterministic calculations.

Taking into account the uncertainties on the measurement (~1%), the samples (~2%), and the
calibration of the pilot rod (~2%), the final experimental accuracy on the reactivity worth is
about 3%.

2.1.2. The oscillation channel

The oscillation channel is a vertical electro-mechanical device (Figure 3), which is servo-driven
by a position mechanism, whose characteristics are: square, pseudo square or sinusoidal
movement; 900 mm stroke with selection of the mean position; sinusoidal period from 10 to 120
sec; square period from 20 to 120 s; square transit time of 1 sec; and sinusoidal transit time of 5
sec.
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‘

Figure 3: Oscillation channel of MINERVE

The oscillation is controlled by a clock, which provides synchronization signals and also sends
them to the acquisition system. In the following study, the pseudo-square signals are preferred.

2.1.3. The automatic pilot rod

The pilot rod of MINERVE is a servo-driven system that rotates Cadmium sections in
overlapping patterns (Figure 2) to cause a change in the neutron absorption of the pilot rod as a
function of the angle of the rotor. The reactivity worth of the pilot rod is minimal when the
sectors fully overlap, and maximal when they do not overlap (Figure 4).

The technique does not determine the absolute value of reactivity for a given rotor position, but
instead is based on the relative reactivity effect, which is significantly more accurate for
determining small changes in reactivity.

The automatic pilot rod is coupled with a Boron ionization chamber placed in the reflector
through a measuring chain controlled by the neutron flux variations caused by the oscillations. A
captor enables the recording of the rotation angle of the rotor (and so the superposition of the
Cadmium sections) in the form of an analog voltage.
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Figure 4: Superposition of Cadmium sheets of the automatic pilot rod

2.1.4. Calibration of the automatic pilot rod

Because of the overlapping Cadmium sections and the rotation of the Cadmium sections, the
effect on reactivity is not proportional to the rotor position for all angles of rotation. The
calibration of the pilot rod is necessary to determine the range of angles of rotation of the rotor
that are proportional to reactivity (reactivity curve), and to accurately determine the differential
change in reactivity (differential efficiency curve).

2.1.4.1. Reactivity curve of the pilot rod

To calibrate the pilot rod for oscillation measurements, the first stage dealt with verifying that the
reactivity range of the pilot rod matches the range of the sample reactivity, i.e. = 0.0001 (10
pcm). This was accomplished by positioning the pilot rod at different angles (i.e. different values
of voltage on the rotor) and measuring the reactivity excess of the core. By doing this over the
entire range of angles, a calibration curve of the pilot rod is created, as shown in Figure 5. This is
a crude calibration that is adequate for initial positioning of the pilot rod but not sufficient for
detailed measurements of small reactivity changes.
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Figure 5: Reactivity curve of the pilot rod in the R1UO2 configuration
2.1.4.2. Differential efficiency curve of the pilot rod

The differential efficiency curve is the variation of the pilot rod angle (A6) induced by a fixed
small variation of reactivity (Ap) around the pilot rod angle 6. It is expressed by f(0) = Ap/A6,
and processed as DEM1 for the angle 6, in MINERVE. The differential efficiency curve of the
pilot rod is shown in Figure 6.

On an appropriate pilot rod angle, the differential efficiency curve is linear and can be written as:
f(0) = f(0)x(1+Kx(60-6,))

where 0 is a reference mean angle (chosen in the middle of the linear part of the differential
efficiency curve) and K depends on the slope of f(8) and on 6, [2] [4]. The angle of the pilot rod
is measured in arbitrary pilot units, and processed as DEM2 in MINERVE.

Assuming a reference mean angle 6y = -700000 p.u., the constant K deduced from Figure 5 for
the R1UO2 configuration is K= -8.939 x10™".

2.1.4.3. Theoretical approach of the correlation for the differential efficiency curve

The graph in Figure 6 shows the differential efficiency curve of the pilot rod obtained in
MINERVE using an inverse linear fitting function for f(0). The origin of the correlation is
described to propose another way to deal with the signal from the pilot rod, based on the
following parameters:
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Figure 6: Differential efficiency curve of the pilot rod in the R1UO2 configuration using an
inverse linear fitting function

0 o = reference angle to determine, which will then be chosen as the mean angle of the pilot rod
for every oscillation measurement

0 = DEM?2 = mean angle set for the pilot rod at the beginning of the measurement of a given
sample, such that 6 # 0

f(0) = DEM1 = experimental amplitude obtained for a given sample

f(09) = DEM1* = amplitude which would have been obtained if the angle of the pilot rod had
been experimentally set to 6 =0 (* stands for corrected)

A linear fit is performed in order to determine the value f(6y) based on f(0). This can be written
as follows:

ACH.
(1-Cpx(0-6,))

f(6,)=f(O0)x(1-Cyx(0-06,)) = f(0)=
where Cg is a constant to determine [2].

Since 0 # 0 ¢, a Taylor expansion to the first order gives:
F(O) = f(8)x(1+Cy x(0-6,))

For 0 # 0 ¢, the Taylor series of the f function is also:

- T -
f(9)~f(9°)+(ael_go (0-6,)
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Figure 7: Differential efficiency curve of the pilot rod in the R1UO2 configuration using an
exponential fitting function

As aresult:

TV —c,x
(aejg-efcl* 1)

Although the previous equation is valid, it suggests an exponential fitting function such as:
f(0)=kxexp(Cy x8)
Taking the positive value of f(0) in the previous equation, leads to:

In(f(0)) =k'+ Cy x0 < In|DEM1|=k'+ Cy x DEM 2

This fitting function is plotted in Excel to perform a linear regression and determine the
coefficient Cp, based on the calibration measurements provided by CEA (Figure 7).

The coefficient of linear regression provided by Excel, R?, is still close to 1, although its value
should be better in order to assess the hypothesis of an exponential fitting function. Notice that
the value of the slope, Cg = -8.63 x 107, is satisfying compared to the previous one.

2.1.4.4. Conclusions about the correlation for the differential efficiency curve

The fact that the CEA performed a linear fitting from the experimental amplitude instead of an
exponential fitting can be explained because only the first fitting function is implemented on the
data processing system of the MINERVE facility. Besides, it has been argued that introducing
more subtle functions would just increase the uncertainties on the correlation. This point cannot
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be neglected, since the regression coefficient obtained in the exponential case is not that good.
Therefore, we will apply a linear correction with Cg=-8.939 x 107 to the signal provided by the
automatic pilot rod during the measurements in the following study.

2.1.5. Collecting data from the experiments

The oscillation technique involves an analysis of periodic signals in the form of analog voltages,
which represent the phenomena. The signals corresponding to the rotation angle of the pilot rod,
the position of the oscillation rod, and the signal from the pilot chamber (respectively in red,
yellow and blue on Figure 8) are synchronized by the control clock of the oscillation device, and
processed in real time by the acquisition system, composed of a micro-processor and an
acquisition card with analog-to-digital converters [4].

Figure 9 shows an example of the signal of the pilot rod resulting from this processing. Notice
the prompt jump and prompt drop phenomena, due to the oscillation mechanism: the sample
suddenly disappears from the experimental zone, is transitorily replaced by the aluminum spacer
and then by the other reference sample placed in the oscillation channel. Notice also that the
stability mechanism of the control chain affects the signal in the return to the mean stage value,
especially on the second upper stage.
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Figure 8: Example of an acquisition signal during an oscillation measurement
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Figure 9: Example of a signal from the pilot rod for pseudo-square oscillations

2.2. Statistical review of the experimental data
2.2.1. Structure of the measurements

For each sample, at least five measurements are taken. Each measurement consists of a series of
10 or 20 cycles of oscillation of the sample. Let us consider that each measurement has 20
cycles.

The mean amplitude of the pilot rod is determined for each cycle of oscillation. This value is
noted as:

A ,iell.n}, jeil.20}

where 1 is the number of the measurement, out of n measurements and j is the number of the
cycle.

The comparison of the amplitude for each cycle within one measurement provides information
on the repeatability of the oscillations. This review will be performed in the following section.

The amplitudes of the 20 cycles are then averaged to obtain the mean amplitude of a given
measurement, noted as A.i. The comparison of the mean amplitude for all measurements of the
same sample provides information on the reproducibility of the measurement.
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The mean amplitudes are finally averaged over all of the measurements to determine the mean
amplitude for a given sample, noted as A.. The mean amplitude for a sample is then compared
with the values from the calibration samples to determine the reactivity effect of the sample [2].

2.2.2. Study of the stability in positioning of the oscillator on a given cycle

To assess the stability in positioning of the oscillator on a given cycle, j, of the measurement 1,
the following approach is followed.

2.2.2.1. Methodology

Each cycle is made of 120 measurement points. Because of the prompt drop and prompt jump
phenomena, the stability stages are checked with points 1 to 30 and 111 to 120 for the upper
stage (40 points) and with points 51 to 90 for the lower stage (also 40 points).

For each cycle, the mean amplitude is determined as:

40

Ay = Z(hkii ~Dy;)

k=1

where Ag; is the amplitude of the cycle j of the measurement i; hy; is the position signal of the
oscillator for the point k of the upper stage of cycle j and measurement I; and by;; is the position
signal of the oscillator for the point k of the lower stage of cycle j and measurement i.

Considering that the points of upper and lower stages are uncorrelated, we can calculate the
composed standard deviation of A as follows:

o(4,) =40 x o (h,) + o7 (b))

where o(h;j) and o(b;) are the standard deviations of the points from the upper and the lower
stage respectively.

2.2.2.2. Results

A previous study performed by CEA [2] on 12 measurements of 20 cycles has shown that this
uncertainty is comprised between 0 and 111 (arbitrary unit) before the refurbishment of the
oscillation device, and between 2 and 110 (a.u.) after refurbishment, whereas the mean amplitude
was about 390000 a.u. This proves the excellent stability known at about 0.01% in both cases.
Considering that this amplitude corresponds to a stroke of 700mm for the oscillation rod, we can
conclude that the stability in positioning on a given cycle is better than 0.1mm.

2.2.3. Study of the repeatability in positioning of the oscillator on 20 cycles

After having checked the stability on a given cycle, the repeatability in positioning of the
oscillator on all cycles (j from 1 to 20) of the measurement i is then assessed.

10
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2.2.3.1. Methodology

A Chi-square test (x*-Test) is performed with a risk a = 5% between the internal and the external
standard deviations of the amplitude averaged on 20 cycles of a measurement, defined as
follows:

1

o (A4,;)= E—
and

where A is defined as:

cij
]Zl: 62 (Ac1] )

ci: 20 1

2

=1 o’ (Acy')

The internal standard deviation corresponds to the quadratic reduction of the standard deviations
on each individual measurement. The external standard deviation is relative to the amplitude of
the measurement (i.e. averaged on all cycles), balanced by the statistical weight of the amplitude
of each cycle. Therefore, Gex(Acj) represents the uncertainty on the mean position of 20 cycles of
a given measurement.

Thus, the uncertainty on repeatability associated with the mean position on an individual cycle is

\/ﬁ X Gext(Aci)-
The y*-Test is defined with the following hypotheses:

Ho:  0exi(Aci) = Gind(Aci)
Hl : cSext(Aci) > Gint(Aci)

The risk a = 5% is the risk to conclude that 6ex(A.i) is superior to oin(Aci), when Hy is realized.

The following ratio is assessed:

VX O-ezxt (Aci )

O (4

11
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where v is the number of degree of freedom. It is equal to 19 here, since there are 20 cycles.
When the previous ratio is superior to the threshold y;_ given by a statistic table (Appendix 5),
the test is significant. It is concluded that

Gext(Aci) > Gint(Aci)
when
VX Gezxt (Aci ) 2
ai%lt (Aci )

l1-a

so that the repeatability in positioning of the oscillator on a given measurement cannot be fully
explained by the stability on a cycle.

2.2.3.2 Results

The y*-Test was performed on 12 measurements of the VALMONT program at the CEA-
Cadarache. Table 1 summarizes the results after the refurbishment of the oscillator.

Notice that the hypothesis Hy cannot be accepted (except for measurement #9). Therefore, the
uncertainty associated with the repeatability in positioning of the oscillator on the 20 cycles of a
given measurement cannot be explained by the stability on a cycle.

The external standard deviation has to be retained to assess the repeatability in positioning. It is
comprised between 7 and 37 au, corresponding to the range 0.01-0.07 mm in terms of absolute

position. Multiplying this range by /20 gives the uncertainty on repeatability associated with the
mean position on a given cycle, which is comprised between 0.04 mm and 0.31 mm.

Table 1
Results concerning the repeatability in positioning of the oscillator
on 12 measurements of the VALMONT program after refurbishment
vxog,(4,)
Measurement Gext Gint o2 (4) 7.
1 24.5 4.9 469 30.1
2 26.6 5.1 512 30.1
3 21.6 5.5 289 30.1
4 18.2 5.6 202 30.1
5 37.4 4.8 1138 30.1
6 25.1 5.1 459 30.1
7 23.9 54 373 30.1
8 29.4 5.6 519 30.1
9 6.9 5.7 27 30.1
10 28.5 5.1 590 30.1
11 29.0 4.4 842 30.1
12 21.7 53 313 30.1

12
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2.2.4 Study of the reproducibility in positioning of the oscillator on all measurements

After having checked the stability on a given cycle and its repeatability, the reproducibility in
positioning of the oscillator on all measurements is then assessed.

2.2.4.1. Methodology

A similar one-tailed Chi-square test (x>-Test) with a risk of o = 5% is performed between the
internal and the external standard deviations of the amplitude averaged on the 12 measurements
of the experiment, defined as follows:

1
O-iit (Ac) - 4

1
Z02(1‘10,)

i=l1

and

0-2 (Aci)
12 1
i=1 0-2 (Aci)

- (4, —4,)°
2

i=1
Gezxt (Ac ) =
20x

where A, is defined as:
12 A

Z ci

i=1 O-Z (Aci )
1

c T 12

ZUZ(Aci)

i=1

The internal standard deviation corresponds to the quadratic reduction of the standard deviations
on each measurement. c.(A.) represents the uncertainty on the mean position of a series of 12
measurements of 20 cycles. Thus the uncertainty on repeatability associated with the mean

position of a given measurement is 12 X o.x(A.) and the uncertainty on repeatability associated
with the mean position on a cycle of a given measurement is /12 x 20 X Gexi(Ac).

The one-tailed XZ-Test is defined with the following hypotheses: for Hy, Gexi(Ac) = oint(Ac); and
for Hy, 6ext(Ac) > Oin(Ac). The risk o = 5% is the risk to conclude that cex(A.) is superior to
oint(Ac), when Hy is accepted.

The following ratio is assessed:

VX O-ezxt (Aci )
O (4)
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where v is the number of degree of freedom. It is equal to 11 here, since there are 12
measurements. When the previous ratio is superior to the threshold y;, given by a statistics
table (Appendix 3), the test is significant. It is concluded that

Gext(Aci) > Gint(Aci)
when
VX Gezxt (Aci ) 2
Gi%lt (Aci )

1-a

so that the reproducibility in positioning of the oscillator from one measurement to another
cannot be fully explained by the repeatability in the signal on a given measurement.

2.2.4.2. Results

The y*-Test was performed on the same 12 measurements of the VALMONT program at the
CEA-Cadarache. Table 2 summarizes the results after the refurbishment of the oscillator.

Notice that the hypothesis Hy cannot be accepted either. Therefore, the external standard
deviation has to be retained to assess the reproducibility in positioning. It is equal to 19 au,
corresponding to 0.03 mm in terms of absolute position. Multiplying this value by V12 gives the
uncertainty on reproducibility associated with the mean position on a given measurement, which
is equal to 0.1 mm. Multiplying that value by ~/20 gives the uncertainty on reproducibility
associated with the mean position on a given cycle, which is equal to 0.5 mm. This is the
uncertainty associated to the stroke of the oscillation rod during any cycle. Notice that it is low
(0.5%) compared to the length of the oscillated samples (~100 mm).

Table 2
Results concerning the reproducibility in positioning of the oscillator on
12 measurements of the VALMONT program after refurbishment

VX O-ezxt (Aci )
Oex Oin on (4,) Aia
19.3 4.9 154 19.7

2.2.5. Analysis of the oscillation results

2.2.5.1. Statistical processing of the signal — Formalizing the standard deviation of a
measurement

The first method of interpreting the experimental results is described in this section. The signal to

process is the voltage from the automatic pilot rod, which is directly proportional to its rotation
angle.

14
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The causes of uncertainty on the signal are numerous [6]. Only the random part of the
uncertainty will be considered. It can be separated into two independent terms, which are
physically consistent - the statistical fluctuation in a measurement for a given loading of the
oscillation rod and the fluctuation associated with the loading of the oscillation rod. The second
term is different from one measurement to another.

Therefore, for a measurement campaign:
S; =8, +0,5 + 565”

where

i € {l..n} is the number of measurements of a given sample;

j €{1..10} is the number of the cycle in a given measurement;

§; 1s the signal of the sample in cycle j of the measurement j = amplitude of the signal from the
pilot between the measured sample and the reference sample;

595,., is the term representing the statistical fluctuation in a measurement, for a given loading
(with standard deviation, o, ); and
O, is the term representing the fluctuation due to the loading (with a mean of zero and standard

C

deviation, o, ).

The following can also be defined:
1 10

S_l, =—X ZSij the mean value of the signal on all cycles of the measurement 1 ;
Jj=1
S = 101 X Z S; = 1 X ZS_Z the mean value of the signal on the n measurements.
Xn n ‘g

i

Consequently, the following statistics will be used [3] [5]:

G = 1 X Z (E - E)Z the standard deviation of the fluctuation term due to the loading ;
i=1

21

¢ 10xn

fluctuation term in a measurement.
The total estimated standard deviation on the signal of a sample, &, is then given by:

A2 A2

. |62 +6;

o
n

This standard deviation is estimated based on the hypothesis that only the loading of the sample
and the statistical fluctuation of the signal affect the uncertainty on the measurements. In order to
qualify this generic standard deviation, we must check for each sample that 6, accounts for all

o)

J— n 10 _
x> (S, -8 = %x Z‘{% X Z‘ (S, -5, )2} the standard deviation of the statistical
i= Jj=

i
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measurement uncertainties. A comparison with the common estimate standard deviation, s, will
be performed through a y*-Test and is defined as follows:

S=J ! ><i“(5_i—§)2

n—1

The hypotheses of this test are:

Ho: s =0, &, 1s retained as the standard deviation on the measurements of a sample;
Hi:s >0,  sisretained as the standard deviation on the measurements of a sample.
VXS§ 2

Hj is accepted if follows the y;_law with v = n-1 degrees of freedom. We consider the

A2
s

risk 0=5% that s >&, when Hy is met. The threshold y is given by a statistical table.

2
VXS§

A2
o

s

When

is superior to this threshold, the test is significant and the conclusion is s > &, [3].

2.2.5.2. Methodology for processing a 10 cycle measurement

The previous method determines the standard deviation which accounts for all uncertainties of a
given measurement. In the OSMOSE program, the studied samples were oscillated in ten cycle
measurements. For each measurement, the following process is used for processing the data:

For importing and scrutinizing the data — (1) the signal values are copied from the raw data files
and broken up into 10 columns representing the 10 cycles; (2) each value is multiplied by 4093
[7] in order to harmonize the ranges with the pilot unit specific to MINERVE ; (3) a simple
algorithm sorts the points and rejects the irrelevant values due to the prompt drop and prompt
jump phenomena ; and (4) the DEM1 and DEM2 values are also copied, corresponding to the
starting angle of the pilot rod, and the mean reactivity worth of the sample compensated by the
pilot rod.

For the calculations - the original DEM1 value is corrected according to the correlation in
Section 1.1.4.3, the mean values of the amplitude on each cycle (Agj) and on each measurement

(A¢) and finally for all measurements of a given sample (A.) are determined. The
2

. ~ A ~ . . VXS
estimators &, ,6, ,& and s are also computed. Finally, the y*-Test estimator———, and the

N

threshold ., are calculated which lead to retaining a generic standard deviation for each
sample.

The results are presented in the next section and it appears that outliers can also be dealt with
based on the proposed x>-Test. Consequently, some values are able to be rejected from a series of
measurements of a given sample. This will be developed further and other statistical tests used to
detect outliers out of experimental results will also be introduced.
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3. Processing the data from OSMOSE measurements

An automatic data processing macro was developed in Excel to make a cross-comparison with
the results from CEA concerning the first 50 measurements of the OSMOSE program. The
macro proceeds in the same way as described in Section 2.2.5.2 and then additional tests are
performed to detect outlying results.

3.1. Implementing the current method
3.1.1. Structure of the raw data

The output files from the acquisition system of MINERVE described in Section 2.1.5 are
available. The experiment on the first series of OSMOSE samples is identified at CEA by the
code FEX 47. All files therefore have a name like: 00470 + [number of measurement] +
[extension]. They are stored in a folder structure described in Figure 10. The first file, which has
a common Outlook extension, contains the parameters of the measurement. It is used to identify
the name of the sample and the date of the measurement.

The operators of MINERVE use channel 2 of the acquisition system to record the voltage signals
from the automatic pilot rod. First, they set the angle of the pilot rod at the beginning of each
cycle of a measurement, which should be about -700000 au, as explained in Section 2.1.4. This
value is stored as DEM2, and is found in the file with the “.v02” extension. The pilot chamber
also returns a voltage representing the mean value of the reactivity due to the sample which is
stored in the file with the “.v02” extension as well and is treated as DEM1 [7].

Each sample of the first series has been oscillated at least 4 times in MINERVE. Each oscillation
measurement counts 10 cycles of 120 seconds. The automatic pilot rod thereby returns 1200
values corresponding to the differential reactivity worth of the sample, which are stored in the
“.Da2” file.

@Search B Folders @ [E EB * wy | EE-

j HGQ

Fil= Edit ‘iew Favorites Tools  Help
(= Back -
Address |_| E:\OSMOSE|DatastFex 47 - raw datal0n47o04
Folders x m
=1 Datas _a| |2]0047004.0a0
+-{_] Diata sorting [#] 0047004.Dal

+-{ 1 Dacs FER47 7004 D&
=] Fex 47 - raw data J %DD‘WDM'DEB
)| 0047004, Dad

1 0047001

] oo4700z 4] 0047004, Das
] 0047005 4] 0047004 Lsk

— 0047004 4] 0047004, w00
1 no47005 8] 0047004, w01

1 oo47o0& 147004, w02

ﬂ;ﬂ_‘

3 object(s) selected

19.0 KB

s8] 0047004, w13
] 0047004, w04
[=] 0047004, w05

@E Local intranet

Figure 10: The structure of output files from MINERVE and the interesting files (highlighted)
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3.1.2. Importing, sorting and scrutinizing the data

As described before (in 2.2.5.2), the data is imported into Excel and separated into 10 columns.
In each column, the 120 values of the differential reactivity worth for each cycle are reported.
DEM1 and DEM2 are also reported. Notice that the 120 values are multiplied by 4093 in order to
standardize them with the pilot unit. The mean cycle is then calculated in an eleventh column.

In a second step, the data are scrutinized in order to reject the points that are not valuable for
further processing. With a simple test based on the regularity of a mathematical continuous
function, the points corresponding to the prompt jump and prompt drop phenomena and to the
time delay of the controlling chain of MINERVE are removed from the data array. In fact, the
original column is copied into a new one, where only the values corresponding to the flattest
lower and upper stages as possible are retained.

An option allows the mean cycle of the considered measurement to be plotted in a separate
worksheet. This is especially useful to see the effect of the data processing.

3.1.3. Calculating the output values and the statistical estimators of a measurement

From then on, the mean value of the signal, S, is calculated for each cycle, as well as the
amplitude between the upper and the lower stage, A.j. As seen before, A corresponds to the
reactivity worth of the OSMOSE sample compared to the calibration sample placed in the
bottom of the oscillation rod (Boron sample at 60 ppm, known as nb 8).

The DEM1* value is also calculated. This is the corrected value of DEMI1, based on the
correlation described in Section 2.1.4.3.

The macro then calculates the average values of the signal (S), the amplitude (A.;), and DEM1*
(D.i) for the 10 cycles for the considered measurement. The next step is to calculate the statistics
for each measurement. These are the standard deviation for the 10 DEM1* values and the first

sum of 6. .

3.1.4. Statistical review of all measurements of each sample

All measurements on MINERVE were performed in a cyclic way. Table 3 shows the sequence of
all 50 measurements with associated dates and sample names. Notice that calibration samples are
regularly oscillated in MINERVE to check the consistency of the results.

The first step of the review is to re-order these measurements sample by sample. This is
performed in separate Excel worksheets for the values of A (amplitude), D¢ (DEM1%*) and S,
(mean value of the signal). Since the following statistical analysis is the same for each output
parameter, the focus is on the amplitude of a given sample.

First, the mean value of all measurements of the sample, A, is calculated. Based on this value,
the macro calculates the estimators 6 and &, the fluctuation term due to the loading and the

statistical fluctuation term, respectively. The total estimated standard deviation term, >, is then
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Table 3

The List of 50 Measurements — the first series of OSMOSE samples (FEX 47)
# | Date Sample | # | Date Sample | # Date Sample | # | Date Sample
1 9/1/05 Unat 14 | 9/13/05 | Unat 27 | 9/29/05 | U234 40 | 10/6/05 Unat
2 9/2/05 Th232 15 | 9/13/05 | Th232 | 28 | 9/29/05 | Ure 41 | 11/22/05 Np0.6
3 9/2/05 Pu239 16 | 9/19/05 | Ure 29 | 9/29/05 | H1 42 | 11/22/05 Np0.1
4 9/6/05 Pu242 17 | 9/20/05 | Pu239 | 30 | 9/29/05 | H3 43 | 11/22/05 No9
5 9/6/05 U234 18 | 9/20/05 | Pu242 | 31 | 9/30/05 | Unat 44 | 11/23/05 Np0.6
6 9/7/05 Ure 19 | 9/21/05 | U234 32 | 9/30/05 | Th232 45 | 11/23/05 Np0.1
7 9/8/05 Unat 20 | 9/21/05 | Ure 33 | 9/30/05 | Pu239 46 | 11/23/05 Np0.6
8 9/8/05 Th232 21 | 9/21/05 | H1 34 | 9/30/05 | Pu242 47 | 11/23/05 Np0.1
9 9/8/05 Pu239 22 | 9/27/05 | H3 35 | 10/4/05 | U234 48 | 11/23/05 No9
10 | 9/8/05 Pu242 23| 9/27/05 | Unat 36 | 10/4/05 | Ure 49 | 11/24/05 Np0.6
11 |9/12/05 | U234 24 | 9/27/05 | Th232 | 37 | 10/4/05 | Unat 50 | 11/24/05 Np0.1
12 | 9/12/05 | H1 25| 9/28/05 | Pu239 | 38 | 10/5/05 | Ure
13 | 9/13/05 | H3 26 | 9/28/05 | Pu242 | 39 | 10/5/05 | Unat

calculated, as well as the common estimate standard deviation term, s;. Eventually, a y*-Test is
performed according to Section 2.2.5.1 and the result is given in the last column.

3.1.5. Results and comments
3.1.5.1. Output files

The automatic data processing returns two output files: (1) the import file, where all the raw data
is sorted and scrutinized, and (2) the statistical file, where the data are arranged sample by
sample and tests are performed. Figure 11 is an excerpt of the import file, especially the
headlines. Figure 12 shows the plot of a mean cycle, whereas Table 4 shows the statistical results
for the natural U sample. The negative y*-Test result is explained in the next. section.

AIBICIDIHFIGIHIIIJMLIHNIOIPMRISITHVMXHZMABQ

1 |Qscillation measurements in Minerve |

2 |Measurement : 3 Date . | | osoz0s Sample : PuZ3g

3 |Constarts : CB §86E-7 | Thetal | |-700000 |Dooeff ||§

5 |Mean{DEM1*) | 253£.5 StDewiDEM1%) 3.33E+3 | |Sig_ei2{DEM1*) | 1.00E.7

B |MNDist | 49n 42 M a2 0 1530 3652

7 |DEM1* z52425.4 2513743 25737 267I7A4 2567611 248054.1 251386.2

8 |DEM1 | 527674 2528930 252689.2 2682274 2580575 2480523 2514659

9 |DEMZ  -moiz438 TO4435.6 TOBZE4.4 TO45295 TOGE0E.E -EI5469.T TO03534

11 |Aci 45318 Sig_ei 39278

12 |Aci 45241 4527.0 4524.9 46322 46115 44401 4516,
14 |Sci BT || Sig_ei 21748

15 |Scij E413.2 -E405.2 BT £330 63984 -6332.2 6307
17 [Dmax | 29024 23924 23018 23978 2438 24367 25356

19 |Experimental values

20 (Cycles 1 |4 1 : 4 3 |d o 4 4 ¥ 5 |4 & & 4 7oldoT
21 1) 40EL0 1] 40810 || 41943 1) 41949 || 42649 1] 42543 || 40210 (1] 40201 || 4190 1) 4180 || 39490 1] 39dR0 || 41868 1) 4188
22 2| 40630 1] -0B0 || 41943 1) 41949 || 42489 1] 42483 || 41290 1] 41200 || 41628 1) 4628 || 38800 1] 39810 || 43568 1) 4356
23 3] 4648 1) 649 | 41250 1) 41250 | 40030 1] -H0230 || 42128 1) 42129 || 41645 1) 40648 || 40031 1] 40031 || 43028 1) 4302
24 4 4908 1) 41909 || 39830 1) 39830 | 309831 (1) -39E31 || 42649 1) 42648 || 41530 1) 41530 || 40870 1] 40970 || 42389 1) 4238
25 5| 42188 1) 42189 || 40250 1) 40250 | 39910 (1] 39910 || 42108 1) 42109 || 4M30 1) -4M30 || 42258 1] 42269 | 41350 |1 4135
26 G| 42188 1) 42188 || 4150 1) 4150 || 4070 (1] 4070 || 40690 (1) 40650 || -4MED 1) -4MED || 41329 1] 41329 | 40410 1) 404
27 TO4E70 1) 4170 4MI0 1) 40| 4MT0 1) 4MT0 | 39701 391 MO 1 30 401 40D 40480 1) 4048
M« v w|{ Stats-Mean [ 47001 f 47001 g /£ 47002 f 47002_g 347003 4 47003 g 7 <[ 4] | |

Ready Calculate L [ I
Figure 11: Partial view of the output file after importing the raw data for a single measurement
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Measurement 3 - Mean cycle
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Figure 12: Mean cycle for Pu239 sample — data points before and after scrutinization

Table 4
Statistical review for the Unat sample : negative y>-Test results
Nb | in | Sig ci2 | Sig ei2 Aci Sample Date S2 Sig s2 | Estim | Chi- Test
mv

1 1 7054 3838.9 | 1238.1 Unat 9/1/05 | 2752 545 35.33 | 14.07 | Refused
7 | 1| 10447 | 1317.2 | 1051.9 Unat 9/8/05

14 |1 257 1800.4 | 1138.1 Unat 9/13/05

23 | 1 1330 1580.9 | 1190.6 Unat 9/27/05

31 |1 5 3730.2 | 1151.8 Unat 9/30/05

3711 113 1505.0 | 11434 Unat 10/4/05

39 |1 17 1249.8 | 1158.2 Unat 10/5/05

40 | 1 44 610.7 1160.7 Unat 10/6/05

8 2408 1954 1154 Mean

3.1.5.2. Cross-comparison with CEA results

CEA-Cadarache provided Excel files resulting from its own analysis of the oscillation
measurements with the raw data files from MINERVE. The study that has been described in this
report aims at making a cross-comparison with these results.

The review of all OSMOSE samples led to an outcome which was very similar to the
conclusions of CEA-Cadarache. Appendix 1 summarizes the results obtained at ANL. Some
measurements at the beginning of the experiment were considered as erroneous or at least
inaccurate. Especially in the case of Unat, the first two measurements turn out to be outliers
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when considering the whole sample of 8 measurements. The results are similar for other samples
whose y*-Test result was negative, such as Ure (Uranium from reprocessing). A closer look at
the measurements led to the conclusion that the automatic pilot rod returned signals that were
more regular after September 8, 2005 than before. It is assumed that the operators progressively
got better at the loading of the oscillation rod. At least their technique became more consistent
after September 8, 2005. This appears clearly in the suspected terms o;°. Therefore, all results
obtained prior to this date are questionable. CEA-Cadarache came to the same conclusion.

Nevertheless, although the values corresponding to the reactivity of each sample are consistent,
there is a slight systematical difference from CEA results. We checked the reason for that and
pointed out that the input values from the automatic pilot rod are different from the CEA values,
for all measurements. There must be a filter in the acquisition system of MINERVE [7]. Other
acquisition channels besides channel 2 report values with similar trends, which are related to the
intermediary systems of the measuring control chain of the pilot rod (among others the signal
from the Boron chamber dedicated to the pilot rod). This issue remains to be resolved until a
proper investigation and understanding of the acquisition system of MINERVE or the acquisition
protocol of its operators can be completed.

3.1.5.3. Conclusions

The main conclusion from this review of the oscillation results is that there is consistency
between the ANL and CEA results. The method was successfully implemented but the input data
should be checked in order to come to a point of resolution as to which values to use for DEM1
and DEM?2.

It is also interesting to detect outlying values from a repetitive experiment such as the oscillation
measurements [7]. The question is addressed in the next section.

3.2. Dealing with inconsistent data points
3.2.1. Common tests and main problems

Outliers in survey data are generally considered to be observations which are a long way from, or
inconsistent with, the remainder of the data [8]. They are often the result of response or capture
errors during collection. Outlier detection in surveys is commonly used to macro edit respondent
data. This relieves the burden of excessive micro editing by detecting errors in data through the
analysis of aggregate data [9].

Most outlier detection methods use some measure of distance to evaluate how far away an
observation is from the center of the data. To measure this distance, the sample mean and
variance may be used but since they are not robust to outliers, they can mask the very
observations we seek to detect. This is particularly true when dealing with small samples (in
terms of number of measurements), which is the case for the OSMOSE measurements. To avoid
this masking effect, robust scale and location estimators, which are inherently resistant to
outliers, may be used. This is why many outlier detection methods use order statistics, such as
the median or quartile.
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Perhaps the most popular univariate outlier detection technique for survey data is the quartile
method. This method creates an allowable range for the data using lower and upper quartiles:
data falling outside of the range are outliers. The method is not only robust, but simple and non-
parametric. An adaptation of the quartile method was proposed [11] for trend data where the
trends are first transformed to dampen a size masking effect [10].

3.2.2. T-Test in means
3.2.2.1. Principle

The principle of T-Test in means is to compare the means of two different samples at a certain
level of confidence. The estimator calculation is based on the standard deviation of each sample.
The idea is to sort the measurements of a sample, and then to apply two one-tailed T-Tests for
each upper and lower tail of the sample: a test between the whole sample and the sample minus
the lower value and a test between the whole sample and the sample minus the upper value.

3.2.2.2. Theoretical approach

Consider two samples - a sample, A, of n, values, with a mean x, and a standard deviation o, and

a sample, B, of n;, values, with a mean x, and a standard deviation oy,

Define the standard deviation, S, as:

2 2

SZ _ naXO'a +nb XO'b

est 2
na—i-nh—

The estimator for the T-Test in mean is then:

X —xb|

a

2 2

ﬁ/ +Ses/
na nb

It is to compare with the theoretical value, T, , from the Student law with v = n, + n;, - 2 degrees
of freedom and at a level of confidence a = 5%. If the result of the test is T > T, , then the
difference in means between the two samples is significant at the level of confidence 1-a = 95%.

T:
S

In our case, sample A is the original sample from OSMOSE measurements and sample B is a
sample that contains the same values as A, but includes the suspected outlier. Thus, if T > Ty, ,
then the suspected value is a significant outlier at the level of confidence 1-a = 95%.

3.2.2.3 Results and conclusions

In a similar way to the previous x>-Test (Section 3.1.4), the data from the 50 measurements of
OSMOSE samples is processed on a separate worksheet. But instead of calculating the
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estimators as the theoretical approach suggests, we used an Excel function, TINV( ), which can
perform a one-tailed T-Test and returns the level of confidence for the two selected samples to
have the same mean. Results are shown in Appendix 2.

3.2.3. Dixon’s Q-Test for discrepancies
3.2.3.1. Principle

In a classic 1950 article [12], Dixon investigated the performance of several statistical tests in
terms of their ability to reject bad values in data sets taken from Gaussian populations. The tests
investigated included both those which require independent knowledge of the mean or the
standard deviation and those which do not require such information. Of the tests included in the
latter group, Dixon concluded that tests based on ratios of the range and various subranges were
to be preferred as a result of their excellent performance and ease of calculation. The range tests,
all of which are closely related, include the following (where the values are ordered such that x;
<X <... <Xpj <Xp):

1) For a single outlier x;:

X, —X X —X
B = 72 [or "—MJ
xn - xl xn - xl
2) For outlier x; avoiding Xy:
X, —X X —x
7”11 — 2 1 or n n—l1
'xn 1 xl xn _x2

3) For outlier x; avoiding Xy, Xp1i:

X, — X X —x
”12 — 2 1 or n n—l1
X2 =4 Xy = X3
4) For outlier x; avoiding x»:
X, —X X —X _
”20 — 3 1 or n n—2
X, — X, X, —X,

5) For outlier x; avoiding x; and xy:

X, — X X —X
r, = 3~ X or n=2
X =X X, =X,

6) For outlier x; avoiding X, and X, Xp.1:

X, — X X —X _
’/,22 — 3 1 or n n—-2
x_z—xl X —x3

n

The parenthetical equations are designed for testing x,, the highest value rather than the lowest
value, x.

In Dixon's notation, the first digit in the subscript of each ratio, r;;, refers to the number of
possible suspected outliers on the same end of the data as the value being tested, while the
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second digit indicates the number of possible outliers on the opposite end of the data from the
suspected value. Thus, the ratio ¢ simply compares the difference between a single suspected
outlier (x; or x,) and its nearest-neighboring value to the overall range of values in the sample. In
other words, it determines the fraction of the total range that is attributable to one suspected
outlier. The other ratios are similarly formulated except that they use sub-ranges that are
specifically designed to avoid the influence of additional outliers either on the opposite end of
the data (r; and r;2), on the same end of the data (ry), or both (r; and ry,). Clearly, the latter
ratios require larger sample sizes to perform satisfactorily. Dixon subsequently generated critical
values for all of these ratios [13] for sample sizes and recommended (based on a combination of
the relative performance of each ratio and its degree of independence from other outlying values)
that, as a general rule, the various ratios be applied as follows [14]:

for 3<n<7, use ryp;
for 8<n<10, use ry; ;
for 11<n<13, use 1»1;
for n>14, use ;.

The 1j9 ratio is commonly designated as Q and is generally considered to be the most convenient,
legitimate, statistical test available for the rejection of deviant values from a small sample
conforming to a Gaussian distribution. It is equally well suited to larger data sets if only one
outlier is present. The fact that small data sets are common in analytical testing procedures, in
combination with the simplicity of this test, accounts for the fact that the Q test is included in
nearly all modern statistical treatises and textbooks designed for use in analytical chemistry [15].
Dixon’s ratios tables are shown in Appendix 3.

3.2.3.2. Results

As it has been done with x> and T-Tests, the Q-Test was implemented in Excel as part of the
macro performing the statistical review. For each sample, the ratios are calculated when possible
(there are conditions on the minimum size of the sample for upper ratios), and the ratio
corresponding to the sample size is highlighted according to Dixon’s suggestion (Section
3.2.3.1). This Q-Test is performed in parallel with the T-Test in order to compare the conclusion
of both tests. Results are shown in Appendix 2 as well. It seems that the Q-Test is more efficient
than the T-Test, since some measurement results that are somewhat different from all other
measurements are systematically rejected, which is the way we would like the sample to be
statistically processed.

3.2.4. Conclusions

In characterizing performance, we should characterize errors in a manner that is useful to others
who must judge acceptability in their laboratory situations. Comparing the results and
interpretation between CEA and ANL is a good example. But the criteria for methods will differ
in different laboratories; thus, acceptability will depend on the particular application. Analysis by
T-Test is useful, but will not provide specific estimates of errors when proportional error is
present. Moreover, this test may be masked by many deviant values at the same tail of the
sample. That is why the Q-Test is preferred and widely used to analyze experimental results
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which are supposed to fit a Gaussian distribution. Dixon’s Q-Test is a robust test for outlying
values, since it is proven to reject every deviant value, whatever the distribution and as long as
the sample has more than 3 measurements. In our study, both tests lead to the same conclusion as
in Section 3.1.5.2 - all measurements performed before September 8, 2005 are questionable.

4. Conclusions

Many aspects of the OSMOSE program have been addressed in this report. The experimental
part of the project is still on-going at CEA Cadarache and oscillation measurements are
forecasted until the year 2009 for OSMOSE and beyond for other programs. Therefore, the
automatic data processing method presented in this report was designed to be used again, since it
has only been applied to the first series of 50 measurements from FEX 47.

As long as the structure of the output data from MINERVE is the same, the only parameter to
modify is the number of measurements, and then the macro runs for itself. All measurements are
scrutinized for flaws of the measuring chain, sorted out, calculations and statistical tests for
outlying values are run and all results are summarized in a single file.

The statistical review described in this report is not necessarily a new approach, since most of the
calculations were already performed at CEA or ANL before. But it was a way to perform a cross-
comparison with the previous results. This step is more important as it may seem, since the
OSMOSE program involves two laboratories which share results within this framework, but do
not necessarily have the same methods.

The ultimate goal of the project is to perform the measurements and provide the highest quality
data to the international community as the means to check and improve basic nuclear data. In
this end, the cross-comparison of results and the continued study are vital for the improvement
and quality assurance of the program.
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Appendix 1 : Statistical review of OSMOSE samples

Al.1 Output file for amplitude (A;, Aci)

Nb

11
19
27
35

Nb

16
20
28
36
38

Nb

15
24
32

Nb

17
25
33

N = = = = =

in

O = e e e e

N = = = =

Sig_li2
7054
10447
257
1330
5
113
17
44
2408

Sig_li2
61
85
265
359

390
232

Sig_li2
24407
55
1428
320
15375
3544
7521

Sig_li2
259

489
173
506
287

Sig_li2
899
1002
803

944
731

Sig_ei2
3838.9
1317.2
1800.4
1580.9
3730.2
1505.0
1249.8

610.7
1954

Sig_ei2
2434.6
1460.2
1284.5
2789.8

1389.2
1872

Sig_ei2
3502.5
7171.5
3610.8
3530.8
1739.2
1605.0
3528

Sig_ei2
4125.8
2173.7
2090.3
1221.0
2395.6
2401

Sig_ei2
3927.8
4670.8
9919.5
4478.1
4460.8
5491

Aci
1238.1
1051.9
1138.1
1190.6
1151.8
11434
1158.2

1160.7
1154

106.3
107.7
82.2

117.5

78.8
929

6386.8
6535.6
6505.2
6560.9
6667.0
6602.5
6543

359.3
378.0
3533
388.6
397.9
375

Aci
4531.8
4530.1
4590.1
4564.3
4592.5

4562

Sample
Unat
Unat
Unat
Unat
Unat
Unat
Unat

Unat
Mean

Sample
U234
U234
U234
U234
U234
Mean

Sample
Ure
Ure
Ure
Ure
Ure

Ure
Mean

Sample
Th232
Th232
Th232
Th232
Th232
Mean

Sample
Pu239
Pu239
Pu239
Pu239
Pu239
Mean

Date
9/1/05
9/8/05

9/13/05
9/27/05
9/30/05
10/4/05
10/5/05
10/6/05

Date
9/6/05
9/12/05
9/21/05
9/29/05
10/4/05

Date
9/7/05
9/19/05
9/21/05
9/29/05
10/4/05
10/5/05

Date
9/2/05
9/8/05

9/13/05
9/27/05
9/30/05

Date
9/2/05
9/8/05

9/20/05
9/28/05
9/30/05

S2
2752.5

S2
290.0

S2
9025.8

S2
358.2

S2
913.4

28

Sig_s2
545.3

Sig_s2
420.7

Sig_s2
1841.5

Sig_s2
537.6

Sig_s2
1244.4

Estim  Chi_inv Test
35.33 14.07 Refused

Estim  Chi_inv Test
2.76 9.49 Accepted

Estim  Chi_inv Test
24.51 11.07 Refused

Estim  Chi_inv Test
2.67 9.49 Accepted

Estim  Chi_inv Test
2.94 9.49 Accepted



Nb

10
18
26
34

Nb
42
45
47
50

Nb
41
44
46
49

Sig_li2
55
67

23
52
41

Sig_li2
253
126
191
178
187

Sig_l1i2
3258
904
419
43
1156

Sig_ei2
7233
1978.3
1230.4
1088.9

1021.5
1208

Sig_ei2
729.2
633.3
564.7

2519.1
1112

Sig_ei2

3786.0
634.2
1773.8
949.8
1786

48.8
64.3
53.0
51.4
63.4
56

234.5
229.8
204.7
205.2
219

Aci
3787.4
3874.6
3865.0
3851.0

3844

Sample
Pu242
Pu242
Pu242
Pu242
Pu242
Mean

Sample
Np0.1
NpO.1
NpO.1
Np0.1
Mean

Sample
Np0.6
Np0.6
Np0.6
Np0.6
Mean

Date
9/6/05
9/8/05

9/20/05
9/28/05
9/30/05

Date
11/22/05
11/23/05
11/23/05
11/24/05

Date
11/22/05
11/23/05
11/23/05
11/24/05

S2
51.5

S2
249.6

S2
1541.2

Sig_s2
249.9

Sig_s2
324.7

Sig_s2
735.5

Al.2 Output file for reactivity worth (DEM1%*, Dci)

Nb

11
19
27
35

Nb

Sig_li2
20591969
30078990

235098
2226596

119272

327865

15907

1632
6699666

Sig_li2
9357
332692
295863
620084

840973
419794

Sig_li2

Sig_ei2

9786042.8

3100569.1

5035215.5

4430780.4

9315257.4
3674273.8
3685541.2

2231840.3
5157440

Sig_ei2

8110491.5

4631661.2

5754742.1

7007579.3

4954893.9
6091874

Sig_ei2

Dci
69082.4
59060.1
64059.7
66036.7
64889.9
63971.9
64670.6

64584.9
64545

Dci
-4436.7
-4916.7
-3796.0
-5127.4

34229
4340

Dci

Sample
Unat
Unat
Unat
Unat
Unat
Unat
Unat

Unat

Mean

Sample
U234
U234
U234
U234
U234

Mean

Sample

Date
9/1/05
9/8/05

9/13/05
9/27/05
9/30/05
10/4/05
10/5/05
10/6/05

Date
9/6/05
9/12/05
9/21/05
9/29/05
10/4/05

Date

29

S2
7656761.4

S2
524741.9

S2
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Estim  Chi_inv Test

0.82 9.49

Accepted

Estim  Chi_inv Test

2.31 7.81

Accepted

Estim  Chi_inv Test

6.29 7.81

Sig_s2
1482138.3

Sig_s2
1302333.4

Sig_s2

Accepted

Chi
Estim inv

36.16 14.07

Chi
Estim inv

1.61 9.49

Chi
Estim inv

Test
Refused

Test

Accepted

Test



16
20
28
36
38

24
32

Nb

17
25
33

Nb

10
18
26
34

Nb
42
45
47
50

Nb

66271483
2356416
9206
28287
7279362

14710274
15109171

Sig_li2
704394
251
1819018

905078

1490320
983812

Sig_li2
2087432
409717
38055
2515440

481567
1106442

Sig_li2

755279

241315
63640
16235

63997
228093

Sig_li2
1419775
423639

1197254

559845
900128

Sig_li2

8463101.7
3137162.1
11132322.7
3701251.5
2978046.3

1450998.7
5143814

Sig_ei2
10666502.1
5890158.9
6479799.9

2216795.4

7455969.5
6541845

Sig_ei2
9995416.5
11755588.5
16236275.6
13561583.3

11086752.2
12527123

Sig_ei2
5050437.6
7232043.9
3401954.1
2114569.7

4729050.2
4505611

Sig_ei2
3485193.7
2687629.9
1685580.0

7630175.9
3872145

Sig_ei2

354948.2
364623.9
362992.9
363257.1
365786.9

366924.3
363089

Dci
20952.3
21807.4
20442.9

22742.9

23012.4
21792

Dci
252550.7
2533554
253800.4
255581.5

254689.4
253995

Dci
-925.6
-2285.9
-2046.9
-1667.3

-2047.6
-1795

Dci
14264.3
13723.6
11978.6

12324.5
13073

Dci

Ure
Ure
Ure

Ure
Ure

Mean

Sample
Th232
Th232
Th232

Th232
Th232

Mean

Sample
Pu239
Pu239
Pu239
Pu239
Pu239

Mean

Sample
Pu242
Pu242
Pu242
Pu242
Pu242

Mean

Sample
NpO.1
Np0.1
Np0.1
NpO.1

Mean

Sample

9/7/05
9/19/05
9/21/05
9/29/05
10/4/05
10/5/05

Date
9/2/05
9/8/05

9/13/05

9/27/05
9/30/05

Date
9/2/05
9/8/05

9/20/05
9/28/05
9/30/05

Date
9/6/05
9/8/05

9/20/05
9/28/05
9/30/05

Date
11/22/05
11/23/05
11/23/05
11/24/05

Date

30

18131005.5

S2
1229765.3

S2
1383052.6

S2
285116.1

S2
1200171.0

S2
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3375497.5 26.86 11.07

Chi
Sig_s2 Estim iny

1505131.5 3.27 9.49

Chi

Sig_s2 Estim inv
2726713.1 2.03 9.49
Chi

Sig_s2 Estim inv
946740.8 1.20 9.49
Chi

Sig_s2 Estim inv
1193068.3 3.02 7.81
Chi

Sig_s2 Estim inv

Refused

Test

Accepted

Test

Accepted

Test

Accepted

Test

Accepted

Test



41

44

46

49

16014623

1321051

4198887

645354
5544979

9130376.1

1302568.2

4428348.6

2332151.2
4298361

208274.2

213425.4
214325.1

213079.4
-212276

Np0.6
Np0.6
Np0.6

Np0.6

Mean

11/22/05
11/23/05
11/23/05

11/24/05

31

7393304.8

2460834.9

9.01
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Appendix 2 : Analysis of OSMOSE samples to detect outlying results.

Dci
59060.1
63971.9
64059.7
64584.9
64670.6
64889.9
66036.7
69082.4

64545

Dci
-5127.4

-4916.7
-4436.7
-3796.0
-3422.9
-4340

Dci
354948.2

362992.9
363257.1
364623.9
365786.9
366924.3
363089

Dci
20442.9

20952.3
21807.4
22742.9
23012.4
21792

Dci
252550.7

253355.4
253800.4
254689.4
255581.5
253995

Dci
-2285.9

Sample
Unat
Unat
Unat
Unat
Unat
Unat
Unat
Unat

Mean

Sample
U234

U234
U234
U234
U234
Mean

Sample
Ure

Ure
Ure
Ure
Ure

Ure
Mean

Sample
Th232

Th232
Th232
Th232
Th232
Mean

Sample
Pu239

Pu239
Pu239
Pu239

Pu239
Mean

Sample
Pu242

Date

9/8/05
10/4/05
9/13/05
10/6/05
10/5/05
9/30/05
9/27/05
9/1/05

Date
9/29/05

9/12/05
9/6/05
9/21/05
10/4/05

Date
9/7/05

9/21/05
9/29/05
9/19/05
10/4/05
10/5/05

Date
9/13/05

9/2/05
9/8/05
9/27/05
9/30/05

Date
9/2/05

9/8/05
9/20/05
9/30/05
9/28/05

Date
9/8/05

r10
0.490
0.304
0.468

rl0
0.124

0.219
0.642

rl0
0.672

0.095
0.560

rl0
0.198

0.105
0.642

rl0
0.266

0.294
0.642

rl0
0.175

ri1
0.704
0.596
0.554

ril
0.158

0.250
0.807

ril
0.742

0.289
0.689

ril
0.221

0.131
0.807

ril
0.376

0.401
0.807

ril
0.385

r21
0.717
0.820
0.710

r21
0.519

0.679
0.976

r21
0.767

0.585
0.872

r21
0.593

0.585
0.976

r21
0.584

0.800
0.976

r21
0.386

32

r22
0.858
0.835
0.803

r22
1.000

1.000
1.000

r22
0.859

0.627
0.983

r22
1.000

1.000
1.000

r22
1.000

1.000
1.000

r22
1.000

Q-Test
false

false

Q-Test
ok

ok

Q-Test

false

ok

Q-Test
ok

ok

Q-Test
ok

ok

Q-Test
ok

0.522
0.625

0.684

0.617

0.419

0.774

0.637

0.680

0.632

0.583

0.741

T-
Test

ok
ok

Test
ok

ok

T-
Test

false

ok

Test
ok

ok

T-
Test

ok

ok

Test
ok

Conclusion
left outlier ?

right outlier ?

Conclusion

no left outlier
no right
outlier

Conclusion

left outlier !
no right
outlier

Conclusion

no left outlier
no right
outlier

Conclusion

no left outlier
no right
outlier

Conclusion

no left outlier



34
18
26

Nb
47

50
45
42

Nb
46
44
49
41

N = = =

-2047.6
-2046.9
-1667.3
-925.6
-1795

Dci
11978.6

12324.5

13723.6

14264.3
13073

Dci
-214325.1
-213425.4
-213079.4

-208274.2
-212276

Pu242
Pu242
Pu242
Pu242
Mean

Sample
Np0.1

Np0.1
Np0.1
Np0.1
Mean

Sample
Np0.6
Np0.6
Np0.6
Np0.6
Mean

9/30/05
9/20/05

9/28/05
9/6/05

Date
11/23/05

11/24/05
11/23/05
11/22/05

Date
11/23/05
11/23/05
11/24/05
11/22/05

0.545
0.642

rl0
0.151

0.237
0.765

r10
0.149
0.794
0.765

0.661
0.807

ril
0.198

0.279
0.955

ri1
0.722
0.933
0.955

0.999
0.976

r21
1.000

1.000
1.000

r21
1.000
1.000
1.000

33

1.000
1.000

r22
nb<5

nb<j5
nb<5

r22
nb<5
nb<5
nb<5

false

Q-Test
ok

ok

Q-Test
ok

false

0.453

t
0.667

0.626

0.765
0.406
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false

Test
ok

ok

Test
ok

false

right outlier !

Conclusion

no left outlier
no right
outlier

Conclusion
no left outlier

right outlier !
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Appendix 3: Statistical Tables

A3.1 y’-Table:

Tlie Chi-Sguare () Distributisn
Area 10 the Bight of the Critical Value

iz 09 DEIE 080 050 {10 005 002 0 005

— - ool 0004 DOls 2706 ER-11 024 5,635 1870
Q010 20 05l 0.103 211 LRI =80 7.7 .50 L 597
QAT s 0216 0,332 LUR B 5,231 TS 9342 13,345 12,535
Q3T ORT 4% 0TI LG& 1T PAFS 1143 LRITT LAEED
Q412 053 GEEL B14T 1A10 933 1LAT1 12833 LEDSE  L&TSD
0676 OSTZ 12T LE3E I 1065 11382 14449 L6E1Z LRSS
0988 1230 1AW 2167 2833 L2QIT 14067 14013 1547 1278
L34 1646 2080 RTEE 340 (3262 ISS0F ITSIS 100D 19SS
L7385 1088  ZAMN0 33PS 4063 LGAsd4 16919 19023 Z1éS6  TISER
295 2555 3MT 304D <EE5 LSBET  1RI0F M4E3  INI0Y 25.08E
De0E  A0s3 3EIE 4578 SA7E 1T2TS 1MATS 21420 MRS BATST
307 3571 4ab4 S2RE S3D4 LAS4D JL2e 23337 W27 RAIOO
ISES 4007 5009 SA97 T4 L9812 ITIEE MITH FedE  MEID
4075 480 5619 6571 TIW0 D4 R4S 19 WL 3130
4601 5210 &34 7261 B547 IRI0T 34906 XTAEE MUSTE 32801

5142 A2 b0 T.542 31z 23542 26296 23545 32004 LT
Sa5T L. 7564 SETD M0As 24.T6k 27587 X 33404 35715
B2B5 TOIS B2 9380 MBS 25980 2iaAey 31526 34305 37056
EAE TH33 ESOT 10T 1L6ED 27.104 300144 32452 LB L 56
TAM B.260 438 0BS5S 12443 15412 30410 T 37556 Iy

FAIES] 8507 MR253  LEZDL 13240 %615 3471 35479 15932 41401
B443 8542 PSR L233E 14042 W13 EEL o . TEE 25D 42746
L2e0 %G BLAR 1309l 14845 007 35172 25076 41633 HAEL
Lage IDE36 1zAl LIEHE 15459 35196 KT EE ) 4280 45.55%
1053 115 §3120  LAID S 16ATE 34,351 37452 Sl b b 54 b S

11180 12,198 3844 13379 1702 25343 JEAES 1923 43602 280

o

i x
RN N AN G BN SR EE e e 'M
B RN B el DR NS S 1A dewtans g‘gx&

x 1L308 12879 #4573 16351 1&1L4 15,741 40,113 LER R 45063 A5
i 12461 13565  B530E L69EE 1E9A% 11916 43337 ad 450 dEETE Shgd
ol 12121 14257 16T LY.TOR 1908 A%.087 42557 <5072 49 _ERE 52.334
L] 13787 14954 1657M1 13493 20503 ). 256 43375 46979 SEG2 Li67k
4 20707 2LIGE MARY SR 25A51 L3 5305 50342 5340 £ Th
0 27991 2eTOT  R2ET O MHTEL ATHER 63147 §7.503 TLA0 T4%.154 TEAM
-11] 35534 3TAES M52 4305% A44SR TLT To0E2 EB3.20E 5. 91952
7 43275 A544Z  48.73F  S1.7Fe BR3IR 5527 L5 3] A5023  L00AZE 108215
1] 51172 53540 57153 80391 &42TE QEETE JDATH  LOs6TY L1239 pieEN
el SolGh ALTEE 65A4T ARIRA T3201  JODSES 103145 118136 124016 IEE24D
LM 6733 TOUMGS 74222 TRARR AR3SE MIENE 12:342 0 129581 L5807 140.069

Dt B Croren, fHamdbook of Srarisdee! Fable, 1S, Beparrment of Boergy (Reading, Mass.: Addisen-Wesley: L3210 Bepringed wih
faeritdgabin of ghe pedltsher,

34



ANL —Gen IV - 078

A3.2 Dixon’s tables [15]:
A3.2.1 Q (r19) parameter table:

confidence level

R % 5% 95 e HES B

NE T = R0 {o = 0100 for = (U5} 1o = D) {a = D2y fa = D0E)
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11 .54 [.392 k4dd 0,480 [ BRE 0542
12 0318 0,378 426 0,441 0,45% 0,522
131 1,303 .36 {410 11,425 (1,455 N.A0G
13 0.3 03459 1356 n.4ii 0ARD 0488
15 0,285 0.338 384 0359 438 0,474
15 02T 0,335 0374 1,188 426 0,463
17 0,069 0,38 365 0374 L4Th 0,452
15 0.563 0313 1556 0.37% a7 0442
L 0.258 00,30 0,349 0383 (38R 0,433
0 0. E5E 00,30 0342 1. 54 0,301 1,425
2 01, 247 0,295 naar 0,354 (384 1.418
i} 0.24% 0. 25 0.331 0044 0.378 0411
&3 0,238 0, 2R 0,326 338 .72 11,40k
H 0,254 (1,251 #5821 (1351 .36 [ ]
ah 0,230 0277 0317 (1] .3R2 0,393
% 0227 0,273 0,312 324 2,357 0. 388
7 0EE4 (1263 0305 (k20 D153 (1384
s (230 (266 0,305 O.3Le 11,3489 (US04
e 0218 0263 0,301 alE 0,345 mAate
i 213 3 BGH0 0,298 [N 0341 ha3TE

A3.2.2 ri; parameter table:

confidence level

0% O % 455 06 % DRI ao%,

My for = 0,200 oy = {1100 (e = LOGH fre = (04} (o = (LO2) fo = 00LE
4 LRI 0855 LR oy 0481 0.951 0.805
il Q728 D807 1.863 2.876 0816 G837
4 DEN RNcEl] 74K 0763 0,805 B39
7 2530 fa1n a.873 11689 0,74 0,782
] D478 D.a54 0615 631 0.683 QT2
] 441 061l Q570 0.587 LE3E 0877
in 404 0,477 a4 0.551 0587 0,639
il 0.385 D450 L5005 .521 0566 LA06
12 0387 01,424 G481 0,495 L5641 0,580
11 0330 0410 461 0,477 0,520 0,558
14 {1,336 0395 Lddi (h.460 0502 0.539
14 .323 081 430 445 DLABE 0.521
16 0,313 0,355 0487 0432 G4TE 0508
17 .303 0355 1406 0,420 G460 0,495
13 0,295 0,349 396 AL 0448 0434
14 0,254 0,341 hAEE 0,400 (435 0,473
a 0.282 0,334 a7 0,382 0450 0464
] 0276 0327 0,371 384 0421 0.455
21 0.270 0,330 a4 ATT AT 0,448
23 0,263 0314 DLaEY 03Tl Q407 0433
b 0260 0,304 352 0385 £.400 0.432
25 0,235 0304 346 252 294 0,428
L (250 .29 Dadl (1554 (R .43
1 0.246 0,235 0,337 349 0AR3 n414
a8 0242 0241 0352 kg D78 01404
24 0.213 0,287 0,325 (1348 .A74 0,404
A 0236 0.253 324 1336 {6E 11399
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A3.2.3 ri; parameter table:

confidence level
0% 0% 35% 6% 98 % %
M {o = (.20} {oe = (100 {o = 0,03} (ov = (L04) {or = (02} far = (0]
3 0918 0,588 1,980 0,984 0,952 (.886
[ T45 0824 0L.ETE 0.891 0.925 813
7 EDE 0712 0773 0,991 083 La7s
8 55T 0632 L.692 0708 0,780 0787
g 0504 0.580 0L639 06856 0.702 0,739
10 D484 0537 0594 0810 1,855 LGRS
11 431 0508 559 0575 0.61% LESE
12 Db 0.473 0529 0.544 0. 580 {LE20
13 L387 (1451 505 L2l 0.564" 0602
14 i (432 1485 0.8 0542 0,580
15 0.354 0418 0467 0482 0.523 0,560
18 0341 0.401 0.452 0487 L5308 0544
17 330 388 4,438 453 0483 0.529
18 320 037 0426 (hdddd (1480 0516
15 0.aL1 0.367 bAlS 0478 0462 0,604
il 2,303 0,458 0405 419 0,458 0,493
21 {.296 0348 03946 a1 0.448 0.483
o 0.280 0342 0,388 0402 440 0474
2 0,284 0456 04481 304 432 0,465
24 L2748 (.33 0374 (L58T 0423 0457
25 0,273 0.324 0368 0381 0417 0450
26 0,268 0.a1h 362 0,375 3411 0443
F1) O.265 (314 0457 0570 (405 0.437
28 0250 0300 0.352 {365 (.388 441
29 0,255 0405 B.34T 0360 0384 428
&0 0,251 (301 0343 (0.355 (L3RG 0420
A3.2.4 ryp parameter table (corrected):
confidence level
RO 15 85 96 % EEES A8
N fiv = 0,200 {or = 0.1 (e = (05 i = 0,040 fa = (02 fo = (02}
4 0,835 0,967 0953 0487 0,340 0,856
a 1,788 {1845 1LES0 0.9 0,929 E50
i 0870 0736 0.7ER 0800 0,536 0BG
7 0,536 0,861 [T 0,732 0,778 nEL4
3 HEEE] 0,607 LEST 0670 [1rh 4] 0.746
i 0505 0564 wGEd 0827 0667 o070
1 0474 0,331 [ % 1] 0,592 0,632 DGR
11 0,449 0,504 0.551 0,584 0,604 0627
12 0424 {481 1327 0,540 0578 0612
13 0411 BECH 1508 0,520 LE5T 0,580
14 0,335 0443 0459 0,402 0,518 0571
13 0,382 {430 1473 {1,438 0,522 i
16 0370 418 LX) 0472 508 fikic]
17 01.35% 0406 44T 0,481 0,485 0,528
18 0350 0307 1437 01448 1.454 A1
1% 0341 h387E 427t 0438 0.473 0503
0.379)
0 0,333 378 ALEF 1,401 (1464 ndid
AT
21 0.326 03717 X 0472 0.455 0485
{13631
o2 0420 364" 402" 0.414 447 0477
0.354)
23 0,314 358" 0,385 0407 440 n.4E8
ii1.352)
24 0,309 £.352° 0380 0401 43 0,462
10,3471
5 0,404 0,346° LR 0.4%5 (428 01,456
[0.344
i 01,305 0342 0,379° .78 0.422 0,450
(0.338;
7 01.29% 338" 0.374° 01385 04LT 0444
f0.434)
i3 0,783 0,333° 0.370° .581 0,418 0,439
(0330
] 1. 244 .329° 0,365 0.378 wan? 0434
{0,326}
a 0,285 0326 361" 0.7 0.402 0424
0323

sSample size. "Slarting with n = 19, the ry critical values for hoth the 90% and 85% confidence levels were calculated from the eubic
eegression curves fitted to the criticsl values published by Thzon (13 correspanding to the two-tailed 80%, 80%, B8%, 8%, and 99%
confidence bevels (bui omitting the published 90% confidence values). For the 30% confidence level, the values originally published by
Dixen are indicated in parentheses underneath the newly generated values, From a comparison of the two sets of values, it is obvious that
the critical velues in the original table were shified up one row in the eolumn correspamding to the two-tailed 30% confidence love! (see text).
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A3.2.5 ry; parameter table:

confidence level

BO0% % E) 6% BE% W%

Ao foe = 0.20) for = (L1 {or = 0,04 [ = 0.04) fo = 0.02) o = 0.00)
§ 0,952 0,978 0,987 0,990 0.995 0,998
B 0.831 0.a72 0913 0.934 0051 0970
1 0.725 0,780 0.528 0.842 01,885 0.919
8 0,650 0718 0763 0,780 (.829 0,868
] 0.584 0,657 0710 0,725 0.7TR 0.516
10 0.551 0812 0684 0678 0.726 0.780
11 0517 0576 0.625 0.618 0679 0718
12 0480 0548 0.592 0,605 0,642 0675
13 0.487 0,521 0.585 0.578 0.618 0.649
14 0448 0,501 0544 0.356 0.593 0.627
15 0.431 0.483 0.525 0.547 0574 0607
16 0.418 0.487 0509 0.521 0557 0.580
17 0,403 0451 0,495 0.507 0.542 0573
18 0381 0,440 0.452 0494 0.528 0,558
19 0,380 0438 B46S L4582 0.517 0547
20 0,871 0.41% 0460 0472 0,508 0.536
i1 0.8 0416 0.450 0461 0,496 0.598
23 0.358 0402 B441 453 0,487 0517
23 0,348 0395 Bddd 0445 0.478 0508
4 0545 (1368 0.427 0438 0.471 0601
a5 0357 0382 8,420 0431 0,464 0,485
% 0.381 03T o414 0424 0.457 0486
7 0,325 0270 0.407 0415 0.450 0.479
28 0,320 0365 8402 412 0,444 0,472
28 0316 0,360 0,396 (LA06 0.438 0466
a0 0.312 0355 0.391 0.401 0.433 0460

A3.2.6 ry; parameter table:
confidence level

D% 0% 5% BE T 98 Ba %

e fe = 0.20) (o = 0,10 (e = 0,05 {a = 0,04) foe = 0.02) {o = 0.01)
8 0965 0883 0.990 0.992 0995 0,598
7 0850 0681 0309 0.919 0.945 0.970
8 .74 0803 0846 0.857 0800 0,923
g LETE 0747 0.787 0,800 0840 0,873
10 (G20 68T 0.734 0.749 0781 0,426
i1 0.578 0,637 0698 0.703 0.745 0,781
12 543 0600 0648 0.661 0704 0.740
13 0.515 0570 0616 0638 067D 0,705
14 f.402 6548 0580 0.802 0641 0874
16 0.472 0.625 0.568 0.573 0616 0647
16 0.454 0.507 0.548 0.539 0.595 0.624
17 0.438 0480 0.531 0.542 0.577 0605
IR Dud3d BATh 0516 0527 LER:TCH 0. 585
19 0.412 0.462 0,503 0.514 0.547 0,575
20 0.401 o450 0491 0.502 0.535 0,582
21 391 fddl 480 0.491 .54 0,551
2z 0,392 0.430 0470 0,451 0.514 0.541
23 0.374 0,421 .461 0.472 0.505 0532
24 {367 D413 14532 04640 {.497 524
26 0,360 0,406 0445 0.457 0.439 0.518
26 0.354 0399 0.418 0.450 D452k 0,508
7 0.348 0.393 0,432 0.443 0.475 0.501
28 0.342 0,387 0428 0.437 0.469 0.495
29 0,947 0,381 0419 0.431 0.483 0,459
3 0,332 0378 414 0425 0,457 (L4853
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