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Figure 7-1-38 Nodal scheme for the coupling of a vault and the reactor coolant system 
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Figure 7-1-39 Air ingress rate and species concentrations in a vault for the coupling of a vault and the reactor 

coolant system (Vair=50,000 m3)
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 Prismatic Core Gas-Cooled Reactor 

For the GAMMA air ingress analysis for a prismatic core gas-cooled reactor, we selected GT-MHR 600 MWt 

(GA/NRC-337-02 2002) as a reference reactor.  

a. System Modeling and Assumptions 

Figure 7-1-41 Schematic diagram of GT-HMR 600 MWt 

In the GT-MHR 600 MWt, helium at 490
o
C and 7 MPa enters the prismatic core through the riser and exits at 

850
o
C and a flow rate of 320 kg/s. Figure 7-1-41 shows the schematic diagram of the GT-MHR reactor vessel 

and its cross-sectional view of the core at the mid plane. One hundred and two columns of the hexagonal fuel 

elements are stacked 10 elements high to form an annular core. Reflector graphite blocks are provided inside 

and outside of the active core. The air-cooling RCCS installed in a reactor cavity removes passively the core 

decay heat.  
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Figure 7-1-42 GAMMA nodal scheme of GT-HMR 600 MWt 

Figure 7-1-42 shows the GAMMA modeling of GT-MHR where 2-D geometry models are used for the 

reactor cavity to consider the heat removal by natural convection flow, and for the solid structures including 

the core and reflector blocks to consider multi-dimensional heat conduction. For the three fuel-loaded zones, 

fuel compacts in each zone are grouped to one representative fuel rod. The 2-D heat conduction model is used 

to calculate the temperature distribution of each fuel rod. The heat transport in the prismatic core is much 

complicated by the combined effect of solid conduction in the fuel and the graphite matrix as well as gas and 

contact conduction and radiation in the fuel and fuel block gaps. As well, the heat transport becomes 
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anisotropic due to the negligible effect of radiation in the axial direction. In the GAMMA code, the coolant 

channel and the fuel compact are separately treated by 1-D fluid equations and 2-D heat conduction equation 

from the graphite matrix, respectively. A porous media approach is used to obtain the effective volumetric 

heat capacity (
core

effCp ) and thermal conductivity (
core

eff ) in the prismatic core. 

1core

eff c f gmCp Cp  (7-1-12) 

where

        = volume fraction of the coolant channel

       = volume fraction of the fuel compact

 = volumetric heat capacity of the graphite matrix

c

f

gmCp

First, the effective thermal conductivity for the fuel assembly (FA) is evaluated considering the coolant 

channel, fuel compact, and fuel gap: 

_

_ _

1 1FA c fg

eff z c f gm c gas f fg fc fg gas cont

FA FA c fg

eff x eff z c rad f fg rad

   (7-1-13) 

where

        = volume fraction of the fuel gap

        = thermal conductivity of the graphite matrix

       = gas conductivity in the coolant channel

       = radiation-equivalent conductivity

fg

gm

c

gas

c

rad in the coolant channel

        = thermal conductivity of the fuel compact

 = gas and contact conductivity in the fuel gap

       = radiation-equivalent conductivity in the fuel gap

fc

fg

gas cont

fg

rad

Next, the effective thermal conductivity for the prismatic core is evaluated considering the FA gaps: 

_ _

_ _

1

1

core FA FA FA FA

eff z gap eff z gap gas cont

core FA FA FA FA FA

eff x gap eff x gap gas cont rad

      (7-1-14) 

where

      = volume fraction of the FA gap

 = gas and contact conductivity in the FA gap

       = radiation-equivalent conductivity in the FA gap

FA

gap

FA

gas cont

FA

rad

In all the cavities or plenums, the radiation heat exchanges are considered. The air cooling RCCS system is 

modeled using the 1-D pipe network for the air flow loop and the 3-D tube model for the cooling tubes. 

Following the accident, since a reactor trips immediately, the core power is determined directly from the 

General Atomics (GA) decay heat curve. 

b. Analysis Results and Discussions 

The case with the air volume of 50,000 m
3
 in a vault has been performed. As shown in Figure 7-1-43, the 

onset time of natural convection occurs at 570 hours, much delayed compared to that of PBMR. It is because 

of the lower equilibrium air concentration at the end of blowdown caused by the larger fluid volume ratio of 

the reactor coolant system to the vault. In addition, due to the large fluid volume inside the reactor vessel, the 
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molecular diffusion process proceeds slowly and therefore the density of a gas mixture increases slowly, by 

delaying the onset time of a natural convection. There is no significant rise in the core and reflector 

temperatures, as shown in Figure 7-1-44. It is mainly due to the higher ratio of the graphite volume to the 

surface area contacting with the oxygen. If the surface area contacting with the oxygen is small, the graphite 

oxidation rate becomes low eventually by lowering the produced heat. Also if the graphite volume is large, 

the temperature rise becomes small by absorbing the produced heat. 
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Figure 7-1-43 Air ingress rate and oxygen concentration in a vault for the GT-MHR (Vair=50,000 m3)

7-2 Task 6-2 SNU V&V 

(Described in Section 3.) 

7-3 Task 6-3 INL  V&V  

7.3.1 V&V of RELAP5

Diffusion, natural circulation, and heat transfer are important phenomena during a LOCA in a VHTR.  The 

capability of RELAP5-3D to represent these phenomena was assessed using four experiments.  The diffusion 

model was assessed using data from inverted U-tube experiments (Hishida and Takeda 1991) and bulb 

experiments (Duncan and Toor 1962).  The code capability to simulate the natural circulation of air through a 

pebble bed was assessed using data from the NACOK facility (Kuhlmann 2002).  The code capability to 

represent heat transfer (conduction, convection, and radiation) from a simulated vessel was assessed using 

RCCS experiments from SNU.     

Assessment of the Molecular Diffusion Model (Inverted U-Tube) 

The experimental apparatus of Hishida and Takeda (1991) is shown in Figure 7-3-1.  The apparatus consisted 

of an inverted U-tube, ball valves, and a tank.  The inner diameters of the U-tube and the tank were 0.0527 

and 1.0 m, respectively.  The heights of the U-tube and tank were 1.45 and 0.5 m, respectively.   
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Figure 7-3-1 Inverted U-tube experimental apparatus (from Hishida and Takeda (1991)). 

The ball valves that separated the inverted U-tube from the tank were closed before the start of the test.  The 

tank and the inverted U-tube were then evacuated and filled with nitrogen and helium, respectively.  

Electrical heaters controlled the fluid temperatures of one vertical leg and the horizontal leg at the top of the 

inverted U-tube.  The temperature of the other vertical leg was controlled by external cooling with water.  

After the temperatures had stabilized, the pressures in the tank and inverted U-tube were adjusted to match 

atmospheric pressure.  The test was initiated by opening the ball valves, which allowed nitrogen to diffuse 

from the tank upwards through the U-tube.  The mole fraction of nitrogen was measured at several locations 

in both legs of the inverted U-tube.  The uncertainty in the mole fraction measurement was 5%.  Two tests 

were conducted; one utilized isothermal conditions at room temperature, while the other utilized a non-

isothermal profile with values varying between 18 and 256°C.    

A RELAP5 model of the inverted U-tube was developed as illustrated in Figure 7-3-2.  The model 

represented the inverted U-tube, ball valves, and tank components.  The tank was divided into two halves, 

with a connecting junction at the bottom, because the experimental version of the diffusion model does not 

currently allow more than one junction to be connected at each face of a control volume.  Heat structures 

were used to simulate the walls of the inverted U-tube and the tank.  The temperatures of the outer surface of 

the heat structures were set at the measured values.  The RELAP5 model shown in Figure 7-3-2 is much more 

detailed than typical reactor models and consists of 144 control volumes, most of which are 2.45 cm long.  

The nodalization is similar to that used previously by Hishida and Takeda (1991) and Lim and No (2003).   
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Figure 7-3-2 RELAP5 model of the inverted U-tube experiment. 

RELAP5 calculations were performed for both the isothermal and non-isothermal experiments.  Results for 

the isothermal experiment are presented in Figure 7-3-3.  The figure shows measured and calculated mole 

fractions of nitrogen versus time at four elevations, ranging from 0.6 to 1.35 m above the top of the tank.  The 

measured results are represented with symbols, while the calculated results are represented with solid lines 

containing symbols.   

The calculation reasonably represented the trends observed in the isothermal experiment.  First, the mole 

fraction of nitrogen initially increased more rapidly at the lowest elevation, due to the shorter distance from 

the tank, which was initially full of nitrogen, and more slowly at the higher elevations.  Second, because there 

were no buoyancy differences between the two vertical legs of the U-tube in this experiment, the mole 

fractions in both legs increased symmetrically.  The calculated results were also generally in reasonable 

quantitative agreement with the measured values.  The calculated results were slightly outside the uncertainty 

of the measurements at the elevation of 0.6 m, but within the uncertainty at the higher elevations.   Similar 

results were obtained by Lim and No (2003), which indicates that possible errors in the RELAP5 code or 

input model are not the likely causes of the differences.   
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Figure 7-3-3.  Measured and calculated results for the isothermal test. 

A sensitivity calculation was performed in which the number of control volumes was doubled from that 

shown in Figure 7-3-2.  As shown in Figure 7-3-4, the calculated results were slightly better with the more 

detailed nodalization.  The calculated results are not expected to be as accurate using a coarser nodalization 

that is typical of most reactor system models, where the core is generally modeled with about 10 control 

volumes.  However, the more coarsely nodalized system models are expected to show correct trends. 
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Figure 7-3-4.  The effect of nodalization on calculated results for the isothermal experiment. 

Calculated and measured results for the non-isothermal experiment are shown in Figures 7-3-4, 7-3-5, 7-3-6, 

and 7-3-7, which correspond to elevations 0.6, 0.9, and 1.35 m above the top of the tank, respectively.  Each 

figure shows results for both the hot and cold legs of the inverted U-tube.  In both the calculation and the test, 

the mole fraction of nitrogen increased more rapidly on the hot side of the U-tube than on the cold side due to 

a larger diffusion coefficient, which increases with temperature, and buoyancy effects, which aided the 

movement of nitrogen on the hot side of the U-tube and opposed it on the cold side.  The rapid increase in 

mole fraction near 220 min was caused by the onset of natural circulation. 
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Figure 7-3-5. Measured and calculated results for the non-isothermal experiment at 0.6 m. 
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Figure 7-3-6. Measured and calculated results for the non-isothermal experiment at 0.9 m. 
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Figure 7-3-7. Measured and calculated results for the non-isothermal experiment at 1.35 m. 

The calculated results were in reasonable quantitative agreement with the measured values.  The differences 

between the calculated and measured results were generally within the reported uncertainty at all 

measurement locations except for the lowest one.  The calculated results at the lowest locations are similar to 

those obtained by Lim and No (2003).  The timing of the onset of natural circulation, which introduces 
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relatively large amounts of air into the core and therefore could initiate significant graphite oxidation in a 

reactor, was calculated to within a few minutes.  

Assessment of Natural Circulation through a Pebble Bed 

The RELAP5-3D computer code was assessed using natural circulation data generated in the NACOK 

experimental apparatus (Kuhlmann 2002).  The NACOK experiments were designed to investigate the effects 

of air ingress into the core of a high-temperature reactor following a loss-of-coolant accident.  The 

experiments investigated the effects of molecular diffusion, natural circulation, and oxidation.  The natural 

circulation experiments were used for this assessment.      

The NACOK experiments simulated natural circulation of air through a scaled model of a high-temperature 

reactor containing a pebble bed core as shown in Figure 7-3-8.  The experimental apparatus consisted of an 

experimental channel, a coaxial duct, supply and return tubes, and heating elements.  The experimental 

channel had a square 300x300 mm cross-section and a total height of 7.3 m.  The experimental channel 

consisted of three axial sections including a bottom reflector, a 5.0-m long section containing packed spheres, 

and an empty 1.7-m long section hereafter called the top reflector.  The 60-mm diameter spheres were packed 

in a regular arrangement of 25 spheres per layer.  Every other layer used half spheres along two of the four 

channel walls.  The resulting porosity of the packing was 0.395.  The inner diameter of the supply and return 

tubes was 125 mm.  The coaxial duct was a horizontal annulus with both the inner and outer tubes connected 

to the atmosphere.    

Figure 7-3-8. Schematic of the NACOK experimental apparatus (from Schaaf et al. 1998). 

Heating elements were used to control the temperature of the walls in the experimental channel and the return 

tube during the experiments.  The wall temperature of the return tube was set at 200, 400, 600 or 800°C.  The 

temperature of the experimental channel was controlled between a minimum value that was 50°C higher than 

the temperature of the return tube and a maximum value of 1000°C.  The difference in temperature between 

the experimental channel and the return tube induced air to naturally circulate through the supply tube, up 

through the experimental channel, down through the return tube to the outer tube in the coaxial duct, and back 
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to the atmosphere.  The packed spheres in the pebble bed represented the dominant hydraulic resistance in the 

flow circuit.  Thus, the experiments were used to test the calculation of friction factors in a pebble bed. 

The RELAP5 model of the NACOK facility is shown in Figure 7-3-9. The model represented all the 

hydraulic components of the experimental apparatus, including the coaxial duct, supply tube, bottom 

reflector, packed spheres, top reflector, and return tube.  Boundary conditions of atmospheric pressure and 

20°C were applied in Components 100 and 170, which were time-dependent volumes.  The thickness of the 

supply and return tubes was taken as 4 mm based on Schaaf et al. (1997).  The inner diameter of the outer 

tube in the coaxial duct was then calculated from the area of 0.0080 m2 reported by Kuhlmann (2002).   
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Figure 7-3-9. RELAP5 model of the NACOK natural circulation experiment. 

Heat structures were used to represent the walls of the coaxial duct, the supply and return tubes, and the 

experimental channel.  The packed spheres were also modeled with a heat structure.  The wall temperature of 

the bottom reflector, spheres, top reflector, and the horizontal portion of the return tube were set at the 

measured value of the experimental channel.  The wall temperature of the vertical portion of the return tube 

was set at the measured value of the return tube.  The code calculated the temperature drop due to conduction 

across each heat structure and the heat flux to the fluid in the adjacent control volume.  Because of the small 

mass flow rates involved, the heat transfer coefficients were generally calculated using natural convection or 

laminar correlations.    

The inner wall of the coaxial duct was modeled to preheat the air entering the experimental channel.  The 

surface temperature of the first heat structure in the supply tube downstream of the coaxial duct was set at the 

measured temperature of the return tube to represent the portion of the tube within the heating vessel of the 

return tube. Similarly, the surface temperature of the last heat structure in the supply tube was set at the 

temperature of the experimental channel.  The remaining heat structures in the supply tube were set at the 

ambient temperature.  As shown later, the calculated air flow rates were relatively sensitive to the preheating 

of the air entering the experimental channel. 
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The pressure loss across the packed spheres was calculated using the model from SCDAP/RELAP5 

(SCDAP/RELAP5-3D Code Development Team 2003).  For single-phase flow, the model reduces to the 

Ergun equation given by Bird et al. (1960).  The Ergun equation is  

p

33

o

2
2

o
D

L)1.75(1

Re

)150(1
VP  ,      (7-3-1) 

where

P = pressure drop due to friction 

 = fluid density 

VVo superficial velocity, where V is the actual fluid velocity 

porosity or void fraction 

po

o

DV
Re = Reynolds number based on superficial velocity 

fluid dynamic viscosity 

L = length of the pebble bed 

Dp = diameter of a pebble. 

The RELAP5 model shown in Figure 7-3-9 was used to perform a series of calculations in which the wall 

temperatures were held constant at the measured values until a steady state was achieved.  The results of the 

calculations are illustrated in Figure 7-3-10, which shows mass flow rate of air as a function of the 

temperature in the experimental channel for temperatures of the return tube, TR that varied between 200 and 

800°C.  The calculated results were in reasonable agreement with the measured values.  The important trends 

observed in the experiments were predicted by the code.  In particular, the shape of the curve at TR = 200°C 

was similar in the calculations and the experiment.  The mass flow rate initially increased sharply with 

increasing experimental channel temperature, reached a maximum value near 550°C, and then gradually 

decreased.  The volumetric flow increased monotonically with experimental channel temperature because the 

increased temperature difference between the channel and the supply tube caused an increased driving head 

for natural circulation.  However, the mass flow decreased at higher temperatures because the density 

decreased at a faster rate than the volumetric flow increased, and, to a lesser extent, because the Reynolds 

number was decreasing, which caused increased hydraulic resistance as indicated by Equation 1.  The code 

also correctly predicted the trend of decreasing mass flow as TR increased at a given experimental channel 

temperature.  This trend was primarily caused by the decreased temperature difference between the 

experimental channel and the return tube, which decreased the driving head for natural circulation.  The 

RELAP5 model was used to simulate all 40 data points reported by Kuhlmann (2002).  The root-mean-square 

error in the calculated flow rate was 0.21 g/s, which corresponds to about 5% of the maximum measured 

value.  The value of )/(1Reo varied between 9 and 120 in the calculated results shown in Figure 7-3-10.   
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Figure 7-3-10. Measured and calculated air flow rates for the NACOK natural circulation experiments. 

The average calculated fluid temperature in the experimental channel was less than the reported temperature 

because a certain distance was required to heat the fluid in the experimental channel up to the temperature of 

the wall.  Similarly, the average calculated fluid temperature in the return tube was less than the imposed wall 

temperature of the return tube.  As a result, the actual driving head for natural circulation was less than that 

obtained from the difference in fluid densities corresponding to the difference in wall temperatures between 

the experimental channel and the return tube.  The calculated driving head for natural circulation varied 

between 60 and 90% of the value calculated from the difference in wall temperatures.   

The calculated mass flow rates were sensitive to the temperature boundary conditions applied to the walls of 

the heat structures, which affected the relative fluid temperatures and densities in the experimental channel 

and the return tube and thus affected the driving head for natural circulation.  For example, a sensitivity 

calculation was performed in which the boundary condition in the horizontal leg at the top of the return tube 

was changed from the temperature of the experimental channel to the temperature of the return tube.  

Although Kuhlmann (2002) did not report the average wall temperature in this portion of the return tube, the 

actual temperature is expected to be between the reported values for the experimental channel and the return 

tube, and probably nearer to that of the experimental channel as assumed in the original calculation.  

Applying a lower wall temperature in this relatively short region resulted in a lower average fluid temperature 

in the return tube, which increased the driving head for natural circulation and resulted in an increase in the 

calculated mass flow rate of 0.26 g/s averaged over all 40 data points.  A second sensitivity calculation was 

performed in which the wall temperatures of the last heat structure in the supply pipe and of the two heat 

structures in the bottom reflector were changed from the reported temperature of the experimental channel to 

a value halfway between the ambient and experimental channel temperatures.  Applying a lower wall 

temperature in this portion of the experimental channel decreased the average fluid temperature in the 

channel, which decreased the driving head for natural circulation and resulted in an average decrease in the 

calculated mass flow rate of 0.23 g/s.  The average change in the flow rate for each sensitivity calculation is 

significant compared to the root-mean-square error of 0.21 g/s reported earlier.   

Assessment of RCCS Test 

The RELAP5-3D code (INEEL 2005) was assessed using an experiment from Seoul National University 

(SNU) (V30Q25) that simulated multi-dimensional heat conduction through a reactor vessel (RV) and heat 

transfer to a surrounding cavity wall (CW). 
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The RELAP5-3D model of the SNU experiment is illustrated in Figure 7-3-11.  The RV was modeled as a 

solid circular cylinder with a radius and height of 410 and 1585 mm, respectively.  The RV contained six 90-

mm diameter heater rods centered at a radius of 225 mm and spaced uniformly in the azimuthal direction.  

The power applied to the heater rods was 25 kW.  The power was conducted from the heater rods to the 

various surfaces of the RV, where it was transferred to the CW through radiation and convection.  Some of 

the power was also conducted through the support legs of the reactor vessel to the lower wall of the cavity.  

Most of the outer surface of the CW was cooled with water.  Temperature measurements were taken at 

various locations on the cavity and vessel walls.   
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Figure 7-3-11.  RELAP5-3D model of the SNU RCCS experiment. 

The RV was modeled with a two-dimensional mesh with 12 radial rings and at least 8 axial segments.  The 

inner and outer rings were represented with Structures 1101 and 1122, respectively.  Structure 1112 

represented the heater rods.  The thickness of this structure preserved the volume of the heater rods.  A 

uniform volumetric heat generation rate was applied to the active section of the heater rods (Segments 4 

through 11).  The RV was modeled as CA508 carbon steel.  The CW was modeled as SS304 stainless steel.             

The multi-dimensional heat conduction through the RV was approximated using a conduction enclosure 

model.  Each heat structure communicated thermally with the adjacent heat structures in both the radial and 

axial directions.  The support legs were modeled below the heater rods and were assumed to have the same 

thickness.  The outer ring of the RV was coupled to the vertical CW through a radiation enclosure model.  

Free convection heat transfer coefficients were applied to the upper, lower, and vertical surfaces of the RV 

and the inner walls of the cavity.  The code’s default correlations were applied to the vertical surfaces.  

Correlations for isothermal heated and cooled plates (Holman 1986) were applied at the top and bottom of the 

reactor vessel and the horizontal surfaces of the CW.  Temperature boundary conditions were applied to the 
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outside surfaces of the CW heat structures (S1201, S1301, and S1401).  These temperatures were 28 and 207 

°C for Structures 1201 and 1401, respectively.  The temperatures applied to the outside surface of the 

Structure 1301 were a function of elevation.      

A simple, one-dimensional hydrodynamic model was used to simulate the air spaces surrounding the RV.  

The gaps represents by Components 110, 130, and 140 were 200, 90, and 370 mm thick, respectively.  A 

time-dependent volume (Component 100) was used to maintain the pressure at 0.13 MPa.  The temperature 

profiles in the experiment would induce multi-dimensional natural circulation patterns within the horizontal 

and vertical sections, but such patterns cannot be predicted with the simple, one-dimensional model used 

here.   The multi-dimensional flow patterns were neglected for this analysis, and the free convection heat 

transfer correlations were relied upon to calculate the heat transfer between the walls and the fluid.   

The code’s enclosure models have several limitations for modeling a complicated geometry such as involved 

in the SNU experiment.  First, the gap conductance in the conduction model and the emissivity in the 

radiation model are treated as constants for each surface, whereas they actually depend on temperature.  For 

this analysis, the gap conductances in the axial direction were based on a thermal conductivity of 45 W/m-K.  

The gap conductances in the radial direction were set to a large value because the thermal resistance within 

each heat structure was already accounted for with the code’s one-dimensional heat conduction model.  The 

emissivities of the RV and CW were set to 0.8 and 0.6, respectively, based on measurements.  Second, and 

more serious, the heat conduction model is based on a one-dimensional formulation in which each structure 

has only two surfaces, instead of the six surfaces actually present.  Each surface can be included in only one 

enclosure model.  For this analysis, all the RV surfaces were utilized for radial and axial conduction except 

for the outer surface of S1122, which was utilized for radiation to the vertical CW.  Consequently, no 

surfaces were available to account for radiation between the upper and lower faces of the RV and the 

horizontal walls of the cavity.  The radiation from these faces was simulated through the use of enhanced 

convection to the fluid.  The radiation heat transfer between walls was converted to an equivalent heat 

transfer coefficient to the fluid and then added to the coefficient obtained for free convection as described 

previously.  A combined heat transfer coefficient was then applied to both the RV and CW surfaces that 

preserved the total heat transfer between surfaces.  Finally, the input required for the conduction enclosure 

model is more complicated to generate than would be required with a true two-dimensional heat conduction 

model.   

The results of the assessment using the SNU RCCS experiment are shown in Figure 7-3-12.  The figure 

presents calculated and measured temperatures of the CW and RV as a function of height above the lower 

CW.  Scatter in the measured values reflects azimuthal temperature variation at a given height.  There is no 

corresponding scatter in the calculated results because the heat conduction model was two-dimensional rather 

than three-dimensional.  The increase in the CW temperature near 1.6 m reflects the location of the liquid 

level on the outside of the wall.  CW temperatures were input to the model as boundary conditions.   
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Figure 7-3-12.  A comparison of calculated and measured temperatures for the SNU RCCS experiment. 

The calculated RV wall temperatures were in reasonable agreement with the measured values.  The maximum 

predicted value occurred slightly above the centerline of the heated length and was in excellent agreement 

with the maximum measured value.  The code’s prediction of the temperature decrease near the top of the 

vessel was also in excellent agreement with the test.  A larger decrease occurred near the bottom of the RV in 

both the calculation and the experiment because of the heat loss through the support legs of the vessel and 

because of the smaller sink temperature applied to the lower CW.  The magnitude of the temperature decrease 

near the bottom of the RV was larger in the experiment than in the calculation.  The results obtained with 

RELAP5-3D are similar to those obtained previously with the GAMMA code.  Possible causes for the 

discrepancy include the lack of modeling of the bottom insulation plug of the heater element and the lack of 

detailed information about the geometry of the support legs.   

An evaluation of the calculated results showed that radiation from the vertical wall of the RV to the CW 

accounted for about 60% of the total power.  Convection between the vertical walls accounted for an 

additional 20% of the power.  Conduction through the support legs accounted for about 10% of the power 

while radiation and convection from the lower and upper faces accounted for the remainder.    

The RV temperature profile calculated by RELAP5-3D was in reasonable agreement with the measurements 

from the SNU RCCS experiment, even with the simple, one-dimensional hydrodynamic model and the noted 

limitations in the code’s enclosure models. 

Assessment of Molecular Diffusion Model (Bulb Experiment)

The RELAP5 diffusion model was assessed against the experimental data of Duncan and Toor (1962).  The 

apparatus for the experiment consisted of bulbs on the left and right ends of a diffusion path 85.9 mm long 

and 2.08 mm in diameter.  The volume of the left bulb was 77.99x10-6 m3 and the volume of the right bulb 

was 78.63x10-6 m3.  The left bulb was filled with a gas mixture consisting of 0.5 mole fractions of N2 and 0.5 

mole fractions of CO2.  The right bulb was filled with a gas mixture consisting of 0.499 mole-fractions of N2

and 0.501 mole-fractions of H2.  The gases in the bulbs and the diffusion path were at a pressure of 0.1 MPa 

and a temperature of 308 K through out the experiment.  A stopcock was located in the middle of the 

diffusion path and opened at the experiment time of zero seconds to start the experiment.  A measurement 

was performed of the transient mole-fractions of each species of gas in the left and right bulbs. 
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RELAP5/ATHENA calculations of the bulb experiment were performed using a network of twelve equal 

length control volumes in a horizontal line.  The left and right control volumes in the network represented the 

left and right bulbs in the experiment; their volumes were equal to the volumes of the left and right bulbs in 

the experiment, respectively.  The ten control volumes between the left and right control volumes had cross 

sectional areas corresponding with a diffusion path with a diameter of 2.08 mm and the combined lengths of 

these ten control volumes was equal to 85.9 mm. 

The RELAP5/ATHENA calculations of the bulb experiment are generally in fair to good agreement with the 

measured results.  Comparisons of the RELAP5/ATHENA calculations of the mole-fractions of gas in the left 

and right bulbs with the measured results are shown in Figures 7-3-13 and 7-4-13.  The figures show the 

transient mole-fractions calculated by the RELAP5/ATHENA code and the measured results at the earliest 

time at which measurements were made, namely 14,400 s (4 hours).  The gas species H2 is the fastest 

diffusing of the three species of gas in the experiment.  As shown in Figure 7-3-13 the calculated and 

measured values of the mole-fractions of H2 in the left and right bulbs at the time of 14,400 s are in good 

agreement.  As shown in Figure 7-3-14, the calculated and measured values of CO2 in the left bulb at the time 

of 14,400 s are in good agreement, while the calculated value of CO2 for the right bulb under-predicts the 

measured value by a factor of two.  As shown in Figure 7-3-15, the calculated and measured values of N2 for 

the right bulb at the time of 14,400 s are in good agreement, while the calculated value for the left bulb under-

predicts the measured value by about 30%.   
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      Figure 7-3-13.  Comparison of calculated and measured mole-fractions of H2 in left and right bulbs of the 

bulb experiment. 
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Figure 7-3-14.  Comparison of calculated and measured mole-fractions of CO2 in left and right bulbs of the 

bulb experiment. 
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Figure 7-3-15.  Comparison of calculated and measured mole-fractions of N2 in left and right bulbs of the 

bulb experiment. 
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The under-prediction of the concentration of N2 in the left bulb and the under-prediction of the amount of 

CO2 in the right bulb were due to the special case of reverse diffusion occurring for a period of time in the 

vicinity of the left bulb (Duncan and Toor 1962).  RELAP5/ATHENA is not capable of modeling reverse 

diffusion, which requires the calculation of a negative value of the effective diffusion coefficient so as to 

calculate diffusion against the concentration gradient.   

7.3.2 V&V of MELCOR

The MELCOR diffusion model was validated using the data from Takeda (1996) and Duncan and Toor 

(1962).  MELCOR was also validated using the natural circulation data from Kuhlmann (2002).  

Assessment of Molecular Diffusion Model (U-Tube Experiment) 

In order to validate the diffusion model incorporated into MELCOR, MELCOR predictions (Merrill et al., 

2004) were compared with data from the Takeda (1996) inverse U-tube experiment.  The Takeda experiment 

consisted of a reverse U-shaped Inconel tube containing a 450 mm length graphite sleeve.  Both ends of the 

tube were attached to the top of a tank containing helium and air. The tube was initially isolated from the tank 

by valves located at the ends of the tube.  One side of the U-shaped tube was heated and the other side is 

cooled.

A MELCOR model of the experiment was constructed and analyzed, a comparison of the preliminary 

MELCOR results and the experiment data is shown in Figures 7-3-16 and 7-3-17.  Figure 7-3-16 is a plot of 

the mixture (N2, O2, He, CO2, and CO) density as a function of time and location within the pipe.  The solid 

lines represent MELCOR results while the symbols represent experiment data.  In Figure 7-3-17, the mole 

fraction of O2 is shown for the same pipe locations as in Figure 7-3-16.  The MELCOR results appear to have 

good agreement with the experiment data. 
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Figure 7-3-17. Comparison of MELCOR-predicted (solid lines) and the inverse U-tube experiment 

oxygen mole fractions (symbols). 

Assessment of Molecular Diffusion Model (Bulb Experiment) 

The molecular diffusion model was validated using the data of Duncan and Toor (1962).  The experiment, 

shown in Figure 7-3-18, consisted of two volumes connected by a short capillary diffusion line.  The two 

volumes are referred to in the figure as Bulb #1 and Bulb #2.  Bulbs #1 and #2 have volumes of 77.99 cm3

and 78.63 cm3, respectively.  The diffusion line connecting the two bulbs is 85.9 mm long with an internal 

diameter of 2.08 mm.  The diffusion line contains a stopcock, which is used to separate the gas mixture 

contained in bulb #1 from the gas mixture contained in bulb #2.  The gas contained in bulb #1 is a mixture of 

nitrogen and carbon dioxide with a molar composition of 50.086 percent nitrogen and 49.914 percent carbon 

dioxide.  The gas mixture in bulb #2 contains nitrogen and hydrogen with a molar composition of 49.879 

percent nitrogen and 50.121 percent hydrogen.  When thermal (32.5°C) and mechanical (1 atm) equilibrium 

was established between the two bulbs, the stopcock was opened allowing the diffusion process to begin.                    

Figure 7-3-18. Schematic of the two-bulb experiment. 

2 2N CO

1atm, 32.5C
2 2N H

1atm, 32.5C

85.9 mm

ID = 2.08 mm Stopcock

3Vol 77.99cm 3Vol 78.63cm

Bulb #1 Bulb #2

2

2

N

CO

X 0.50086

X 0.49914

2

2

N

H

X 0.49879

X 0.50121



248

The results from the experiment show that the nitrogen in bulb #2, which has a slightly higher 

concentration of N2, begins to diffuse toward bulb #1.  In a short time (  130 sec) the mole fraction of N2 in 

bulb #2 drop below the mole fraction of N2 in bulb #1, however the mole fraction of N2 in bulb #2 continues 

to decrease while the mole fraction of N2 in bulb #1 increases.  This trend continues until approximately 6 hr 

at which time the mole fraction in bulb #1 stops increasing and starts to decrease.  At this time the mole 

fraction in bulb #2 stops decreasing and starts to increase.  The period between 130 sec and 6 hr is referred to 

as the reverse diffusion of nitrogen.          
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Figure 7-3-19. Multi-component diffusion results. 

Viewing the results in Figure 7-3-20, we see that the MELCOR results compare very well with the 

experimental results for the diffusion of a ternary gas mixture.     

Assessment with Natural Circulation Data

The MELCOR computer code (version 1.8.5) was assessed using natural circulation data generated in the 

NACOK experimental apparatus (Kuhlmann 2002). The MELCOR model contained the same number of 

control volumes and heat structures as used in the RELAP5 model shown previously in as shown in Figure 7-

3-9, thus a direct comparison of the RELAP5 and MELCOR 1.8.5 results could be made.   The boundary 

geometry and boundary conditions are as described previously.  Results of the comparison are show in Figure 

7-3-20.
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Figure 7-3-20. Measured and calculated air flow rates for the NACOK natural circulation experiment 

corresponding to return tube temperatures of 200° C and 400 °C. 

Preliminary assessment of the results indicate that the convective heat transfer coefficients calculated by 

MELCOR in the return tube are slightly lower than the ones calculated by the RELAP5 code thus, resulting 

in lower mass flow rates as seen in the figure.  The lower heat transfer coefficients result in less heat loss 

from the air, resulting in higher gas temperatures in the return tube which in turn affects the net buoyancy 

force driving the experimental flow rate.   

7-4 Task 6-4 UM V&V 

(Described in Section 6.) 
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8. CONCLUSIONS 

Task 1

A multi-dimensional gas multi-component mixture analysis code (GAMMA) has been developed to predict 

the thermo-fluid and chemical reaction behaviors in a multi-component mixture system related to an air/water 

ingress accident in a HTGR. GAMMA has the capability to handle the multi-dimensional convection and 

conduction behaviors as well as heat transfer within the solid components, free and forced convection 

between a solid and a fluid, and radiative heat transfer between the solid surfaces. 

Task 2

A new kind of RCCS, water pool type RCCS was proposed to overcome the disadvantages of the weak 

cooling ability of air-cooled RCCS and the complex structure of water-cooled RCCS. The feasibility of the 

system was estimated by a series of experiment. In both the normal operation test and the active cooling 

failure tests, it was found that the maximum temperature of the reactor vessel wall was kept below the design 

limitation of PBMR. The experimental results were also used to validate MARS-GCR and GAMMA. 

Task 3

Regarding the air-ingress accident, graphite oxidation has been experimentally investigated. Effects of 

temperature, oxygen concentration, flow rate, graphite shape and size, moisture and degree of burn-off were 

considered. Finally, a graphite oxidation model that covers the whole ranges of experimental conditions was 

developed and successfully validated by experimental data. 

Task 4

The RELAP5 and MELCOR codes have been improved significantly for the analysis of the VHTR.  The 

improvements now allow the codes to simulate air ingress following LOCAs, including the effects of 

molecular diffusion, graphite oxidation, and chemical equilibrium between CO2 and CO. The INL performed 

a number of V&V using experimental data of NACOK natural circulation, inverse U-tube experiments and 

others. The results from numerical calculations agreed very well with those test data. 

Task 5

A global Monte Carlo model using MCNP5 has been developed based on explicit representation and analysis 

of the particle fuel, including fuel depletion and thermal-hydraulic feedback. To couple MCNP5 and RELAP-

Athena, a methodology was developed allowing global Monte Carlo simulation of VHTR cores with 

temperature feedback. Finally, global decay heat source distribution was predicted as a function of depletion 

and temperature feedback. 

Task 6

In KAIST, GAMMA code was applied to assess the system behaviors during the air ingress accident 

following the complete break of main pipes. The analysis of air-ingress was performed for PBMR 268 MWt. 

In the analysis, the significant rise in pebble temperature was observed in the bottom of the core due to 

graphite oxidation. Since the air ingress process depends on the vault conditions, further analysis coupled 

with more detailed vault or containment modeling would be necessary as future study. In the other analyses: 

IAEA GT-MHR benchmark calculation for LPCC and air ingress analysis for PMR 600 MWt, comparable 

peak fuel temperature trend was observed compared with those of other country codes. The analysis result for 
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air ingress shows much different trend form that of previous PBR analysis: later onset of natural circulation 

and less significant rise in graphite temperature. 

In INL, the RELAP5 and MELCOR codes have been validated against several experiments that simulated 

phenomena related to LOCAs in the VHTR.  These phenomena included molecular diffusion, graphite 

oxidation, natural circulation, and heat transfer.  The calculated results from both codes were generally in 

reasonable agreement with measurements.  Thus, the codes are ready to be used for initial calculations that 

investigate safety issues related to LOCAs in the VHTR.  Additional work would have to be performed 

before either code could be considered to be adequately validated from a licensing point of view.    




